
OFFICE OF ADVANCED RESEARCH AND TECHNOLOGY

r,. SPACEVEHICLESD;VISION
j

7
t_

11

PROCEEDINGSOF CONFERENCEON

HEATTRANSFER
COMPUTERPROGRAMS
N66 34430

o: =__ t u
(PAGES) (CJ

: ,//F sWf¢ 3 "_ _ ,_
(NAS'A CR OR TMX OR A£) NUMBER)" CcA'rLGORY;I t ,7i

}.:
!

- J I MA, Y'. 7, 1964'N,,_ NASA HEADQUA]tTERS
J

/ _ GPO PRICE $ WASHINGTON, D.C.

CFSTI PRICE(S) $

_' ,,,,,d copy (HC) ,3" :_

" i' M,c,ohche (MF) ,/, _ .... tL \ . ...-"
_ .t,

" h', I h 65

FOR NASA INTERNAL USE ONLY

I

1966025140



Introduction Conrad P. Mook, NASA Headquarters

MSFC Computer Programs Utilized in the Thermal Design and Analysis
of Satellites

William C. Shoddy, MSFC J

Transfer Programs _/'_?_4Z/_7_Satellite Heat

Edward I. Powers, GSFC

Computer Programs for _herlcal Satellite /
Joseph T. Skladany, GSFC -/

Application of the Method of Monte Carlo To Problems in Thermal

R_dlation j
John R. Howell, LeRC

Orbiting Satellite Surface Temperature Prediction and Analysis/
Robert A. Vogt, MSC

Simplified Computation of Earth Thermal Radiation Incident on a

Spacecraft /
Doyle P. Swofford, LRC

Monte Carlo Techniques for Solving Transport Problems /
Morris Perlmutter, LeRC

Discussion of the General Electric Proposal to Develop a Computer
Program to Select Thermal Coatings for Passive Temperature Control

of Satellites /
Robert E. Kidwell, Jr., CaSFC

Spacecraft Heat Transfer Analys__

J. A. Plamondon, JPL k_

Orbiter Heat Flux Computer Program /
W. A. Hagemyer, JPL

Basic Approach in JPL Computer Programs /
Frederick N. Magee, JPL /

.- wm

1966025140-002



1

• ' b

Introduction

On Hey 7, 1964, at the invitation of Dr. RaFmon_ L. Btsplingho£f,

_ssociste Administrator for _dvanced Research and Technology, a confer-

ence was held in NASA Headquarters, on the subject "Heat Transfer Computer

Programs." The conference was one of several held in Headquarters during

the first half of 1964 for review and planning of NASA'I research program

on space vehicle thermal radiation and temperature control. _

The conference brought about a useful interchange of information _

between the N_SA Centers, including JPL, on computer programs which had

been developed for the thermal _estgn of spacecraft. The conferees conclu,ted
J

that in ad4ition to our annual confer,_nce in this area, a useful con-

tinuing exchange of informotion coul_ be through the establishment of a i

quarterly newsletter _ssued from 14,e_dluarters lescrlblng current efforts. _

Such n newsletter, on heot t_-ansfer c_muter nro?,rams, has been establ_l, e4

'! Pn.l it ._shope.l th._t the publication of the _resent procee4_ngs w._.ll be _.

f.rther m_lestone ._.nadvancln 5 the technology of using electronic comp.ters

as a tool in the thermal design of space vehicles.

The present volume includes al'.of the formal presentations made by

staff members of the various N_S,t Centers. Their cooperation, wh._ch le<l

to ..h_p,hly s-ccessfu[ conference, _ _re.-tly rD.ree_rtet.

Co.rite4_, _:oole.

'"::1__'enl u_rters (Co-l_.:V-I)
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MSP_VComputer Programs Utilized in the
Thermal Design and Analysis of Satellites

William C. Snoddy
MSFC

INTRODUCTION

Three IBM 7094 computer p_Qgraz_ used in the thermal design of space-
craft will be discussed. The first program is one used for integrating
spectral reflectance or_.em_ttan_, data to obtain total reflectance or
_-_-fah_ The Second program calculates the percent time a satellite

spe_@_i}} the e_9_-'S s_adow during a revolutlon about the earth. And the
third program is called our General Space Thermal Program and is used to
calculate satellite temperatures throughout a revolution about the earth.

SPECTRAL INTEGRATION PROGRAM

This _pK_t_-graue'F"_l_ectral radiometric data with respect to

_radia_i.QR.at any temperature or with respect to the Joh_szm
s_larradiatloncu4_ve. One of the advantages of thi_ program over similar
programs is the simplicity of data input. Only those data points are
needed which together with linear interpolation between points will define
the spectral data curve. For example, the curves shown in figure I were
entered into the computer by reading only those points marked on the

curves. _nese points were chosen because it can be seen that if they are
connected by straight lines (wb.lchthe computer does when it interpolates

llnearly) the result will closely follow the original curves. Thus, for
much spectral data it is necessary to enter only four or five points in-
to the computer.

Figure 2 is the computer printout for the data taken from the upper
curve in figure I. First is given the identification of the sample and

then the input data is printed out. _m_h___the fo!lgwlng , (I)

ceu_.ua__mittance, (2) reflectancg...and. (3) t_ansmittance, the comp_uter will cal-
-the thira-'us-ing'Kirchoff.,sLaw. In this case the-sable was opaque

so-their-he tr_sm--'ftt_ce was assumed to be zero end thus the emlttance

was calculated. The integration of this ds_-'w1_res-_-t to solar-type

radiation was of interest and therefore this integration was performed
with respect to a blackbody curve at 5800°K and 6000°K (for other temper-
atures it is only necessary to input the temperatures themselves) and

also with respect to the Johnson solar curve which Is stored in the
computer.. The column on the right gives the percent of the energy outside
the region covered by the data (in this case les_ tha_ 0.32 microns and
greater than 3.0 microns). The center three col.=.s slve the integrated

emlttance (which is equal to the absorptance by Kirchoff's .Law) for each
of the three cases of interest and for various means of extrapolatlon to
cover the wavelengths outside the data region. In the first of these
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columns the integrated value is shown where a "str_ight" extrapolation is
used. That is the radiometric values for the two and data points are used
as the extrapolated values. In the next column results are given for an
extrapolation made by fitting a curve to the data. And in the next column
the results are shown for the case where no extrapolation is made or it can
be thought of as an extrapolation made such that it does not alter the
value of the integration. It might be noted that in this case, depending
on the solar model (blackbody or Johnson) and manner of extrapolation, a
solar absorptance ranging from 0.32 to 0.39 was obtained.

The 7094 computer together with a S.C. 4020 also plots the data as
shown in figure 3 (reflectance) and figure 4 (emittance or absorptance).

The lower curve in figure 1 was integrated to obtain total em£ttance
with respect to various blackbody temperatures and by mistake the Johnson
solar curve. These results are given in figure 5 where the resl_!ts for the
Johnson curve indicates problems caused by extrapolation over lathe regions.
Plots of the spectral reflectance and emittance are given in figures 6 and
7 respectively. By using the results of this program and fitting a curve
to the total emittance as a function of temperature the variation of
emittance with respect to temperature could easily be included in thermal
computer programs.

SHADOW-SUNLIGHT PROGRAM

In this program information regarding the passage of a satellite
through the earth's shadow (figure 8) is obtained for use in satellite
thermal design and analysis work. The effect that variations in the per-
cent of the time that a satellite spends in the earth's shadow per revo-
lution can have on temperature of a satellite is shown in figure 9 where
a close correlation between this paran_.ter and the internal temperature
of Explorer VII during 320 days of orbiting can be seen.

Great pains have been taken with this program to simplify data input
as much as possible. For prelaunch studies it is usually convenient to
input _he data shown in figure 10 and for postlaunch calculations the
alternate form of data input given in figure 11 may be useg, since these

parameters are usually readily available for any orbiting satellite.
From this input the program calculates, ameng other things, the orbital
positions where the satellite enters snd_ayex Z....rLh_s'o:,.__j._

and the ner_ent _ ._.t t. rha .h._n w. Calcylations are also made for
f_'_ossive days by_x£raoola_tan of_the orbital ___JL__xn_ '

i_'_-urbattona caua-od__b_t_g_h__u_'_h._'_To avoid ha_'_vin8 to
l_e p_o o_o tT_'_n into the computer from the ephemeris, eqtmtiorm
were derived and included in the program which calculate the right ascension
and declination of the sun considering such parumtera as leap years.

Some of the results of the program are shown in figure 12. The top
curve is the percent of _ime spent in the stmlight per revolution aA •
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function of days after launch for the Explorer VII satellite. This curve
_as obtained in one computer run consisting of 365 complete calculatlons
and required about one minute of machine time giving a running time of
about 1/6 second per calculation. The orbital parameters ,_re extrapolated
for the entire year and it was later determined that these extrapolated
results were in good agreement with results obtained using actual orbital
parameters. In the lower part of figure 12 is plotted additional computer
output, namely, the orbital position of ingress into the earth's shadow,
egress from the shadow, and perige_ relative to the ascending node and as
a function of days after launch. The position is given in terms of time
(in minutes) required for the satellite to travel from the ascending node
to the point of interest and an error analysis indicates accuracy to less
than 10 seconds. This accuracy was further verified by visual observations
of Echo I.

This type of graph is especially useful in determining what part of
the orbit a given tracking station will be able to "see" and thus aid in
planning tracking and performing data analysis. This is accomplished by
the fact that a tracking station at some fixed geographical latitude can
at best "see" only a certain part of the satelllte's orbit on any given
day. In the case of Explorer VII and the Huntsville station, that part

of the orbit approximately between the two ilnes on the graph in figure 12
could be tracked at some time during the day. Thus initially Hmltsville
could track only during the dayllght portions of the orbit. On about 20
days after launch we could catch the satellite as it went into the earth's
shadow and around 50 days after lau,ch we could track it as it was leaving
the shadow. Knowing this information ahead of time, tracking at the
Huntsville station was coordinated throughout the year such that special
effort could be made to obtain data at times of partlcular interest such
as ingress, egress, and maximum and minimum sunlight conditions.

GENERAL SPACE THERMAL PROGRAM

MSFC has been involved in the thermal design of several spacecraft
including Explorers I, IlI, IV, VII, VIII, and XI; Pioneers III and IV;
Saturn SA-V Payload; and the Meteoroid Measurement Satellite to be flown
on Saturn around the end of this year. Some of these spacecraft are
thorn in figure 13. It was found that weekr aI_ even months were often
required to set up and debug each of the cm_puter projrams used for the
theraal design and evaluation of each of th. spacecraft. Thus was born
the idea of a computer program which could be utilized to minimize the
time and effort involved in ob_aining theoretical results and at the same
time maximize the degree of sophistication which can he efficiently used
for such calculations.

The basic general__i_n used in the C4aeral Space Thermal Program
to given in figure14. The.___a first order fourth degree differ-
IntLal equation representingth__ _ _ow n _0 a_'_'_P f

3
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will automatically set up "n" such equations depending on how many sections
the spacecraft must be divided in order that the resultin B set of equations
will _erve sufficiently as an analytical model. The first term on the
right In the equation represents the solar flux absorbed by the section,
the next term is the earth _ibedo flux absorbed, next the earLh infrared
radiation term, then radiation away from the surface to space, Internal
heat generation, and finally conduction and radiation exchange with all
the other sections. The bracketed factors are treated as separate functions
which are dependent on the specific makeup of each section.

The manner in which the program is organized is shown in figure 15.
The program includes many special subroutines wi_Ic_ can be used in calcula-
ting the separate functions (A's and Q's). Each o_ the subroutines are
discussed briefly below. _.......................

F

"D" = determines whether the sate111te is in the earth's shadow at

each calculation point in the orbit

"PS" = determines the angle between perigee and the sun in the plane
of the orbit

"F " = calculates the geometry factor between a flat plate or the sides

of a cylinder and the earth as a function of altitude and orien-
tation.

"g" = calculates the geometry factor between a sphere and the earth
as a function of altitude

'_" = calculates the altitude of the satellite as a function of position
in orbit

MAS = determines the angle between M, a vector defining the orientation
of a section of the spacecraft, and S, a vector toward the sun

RAM= calculateE the angle between the radius vector to the satellite
and the vector M as a function of position in orbit

RAS = calculates the angle between the radius vector and a vector
to_ard the sun

The F subroutine might be of particular interest and its derivation
is as follows: The geometry for planetary thermal radiation to a cylinder
is shown in figure 16. The geometry factors for variou _ orlentati_n and
altitudes were calculated using s lengthly numerlcal prosres, by Balllnger,
et.al. (references I and 2) and part of their results is shown in figure 17.
In order to most efficiently enter these results into *he program with an
overall accuracy of better than two percent, a two variable curve fit was
made such all the information in figure 17 Iscontalned in one fifth degree

polynomlel the coefficients of which are each fourth degree pol}momlals
(figure 18). Such an efficient me_ns of calculating the geo_try factor
allowe the luxury of being able to combine the flux calculetlons dlrectly

4
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into the general program itself and thus reduce data handllng and overall
time required to obtain results.

It was further found that the albedo flux coulq be calculated for the

sides of a cylinder (or a flat plato) simply by multlplylng the infrared

geometry factor (F$h) by the cosine of RAg and ignoring variations in the

"azimuth" angle _. (figure 19) and the fact that the flux is actually a
very complicated function of RAg. This procezs gives maximum errors of
around 5_ as shown in figure 20 where the dashed curves represent the results
obtained by this method and the solid curves represent the "true" results
from references 1 and 2. It might be noted that during a complete revolu-
tion about the earth the errors tend to cancel out.

The method used tO integrate the set of 'tart first order differential
equatio_-t_i_e'_t'ta-Sim_son one-thlr _ rule illustrated in figure 21.

_IW'order to redu_ru-nn-ing_Ime a method of varying the integration time
step throughout a run was incorporated. This prevents the progrmn from
'_lowing up" and decreasing computation times by factors of 10 or more
in some cases.

As an example of the simpticitv of using this program the case of a
space-flxed hollow cube In orbit _-as considered (figure 22). The only
information needed to set up the progzam is given in figure 23 and input
data for a run Is shown in figures 24 and 25. The conduction and radiation
coefficients between sections are entered by use of a matrix (figure 25)

and each value is given twice (i.e. Rij = RJi) allowlng the computer to
perform a check on data input. The results for this case are shown in
figure 26.

Thus by use of this program it is posslble to set up and obtain fairly
sophisticated theoretical results from a computer program within 24 hours
in many cases.

S
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Geometry for Planetary Thermal

Radiation to a Cylinder

Figure 16
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SATELLITE HEAT TRANSFER PROGRAMS

by

Edward I. Powers

NASA Godd_rd Space Flight Center

Greenbelt_ Maryland
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Computer Programs for Spacecraft Thermal_3esign

at Goddard Space Flight Center

The thermal design of an earth satellite requires

an accurate knowledge of both thermal radiation inputs and

internal temperature distribution. The use of the IBM-7094

as an analytical tool to determine these functions is now

widely employed.

At Goddard Space Flight Center, two programs are

used extensively. One determines the thermal radiation

(i.e., direct solar radiation, earth emitted radiation,

and albedo) to a spinning flat plate. The program is geared

toward the analysis of spin-stabilized spacecraft, but can

be applied to non-spinning plates either earth or space

oriented. The second program determines the temperature

distribution and net heat flow, provided the appropriate

conductanc=s, radiation view factors, and thermal properties

are known.

A detailed discussion of these programs is presented

below.
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THERMALRADIATIONTO A FLATSURFACE
ROTATINGABOUTAN ARBITRARYAXIS

IN AN ELLIPTICALEARTHORBIT:APPLiCATiON
TO SPIN-STABILIZEDSATELLITES

/

,/!f

/::
by _ t

]/._]// ,_ Edward I. Powers

S UMMA RY_

The derivation of total thermal radiation incident upon

a ix._t plate rotating about an arbitrary axis is presented.

The functional reiat:-.Lships between position m all elliptical

earth orbit and direct solar radiation, earth-reflected solar

radiation (albedo), and earth-emitted radiation (earthshme)

are included. The equations have been programmed for the

IBM 7090 digital computer, resulting in solutions which

relate the incident radiation to spin axis orientation and

orbital position. Several representative orbits for a typical

geometrical configuration were analyzed and are presented

as examples.

J

I
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THERMALRADIATIONTOA FLATSURFACE
ROTATINGABOUTANARBITRARYAXIS

IN AN ELLIPTICALEARTHORBIT:APPLICATION
TOSPIN-STABILIZEDSATELLITES

by

Edward I. Powers

Goddard Space Fitght Center

INTRODUCTION

The satisfactory operation of an artificial satellite depends upon maintaining the payload

temperature within prescribed limits. For example, the standard batteries employed in present-

day spacecraft generally restrict the temperature limits to 0 '_a_d 40°C. Often experiment= lo-
cated within the satellite structure further restrict this variation.

The temperature level of a satellite may be determined by solving the instax'taneous energy
balance

dT

P '" S a Ap + q.lb + tles ,r ¢: As _1_4 + _p d--t-

where

P ffiinternal power dissipation,

S = solar constant,

= solar absorptance,

Ap = instantaneous projected area for sunlight,

q.lb --- reflected solar radiation(adbedo),

q,. = earth-emitted radiation (earthshine),

c, = 8tefan-Boltzmann constant,

c " infrared emittance,
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A. = t_al suri_ce area,

T4 = mean fourth power, surface temperature,

WCp= heat capacity of the satellite,

dt = time rate of change of satellite temperature.

If the average oroital temperature is being computed, the last term is dropped. In this case aL

heat input terms represent integrated orbital values.

It should be noted that the above equ_ttion, as a representation of the entire se.tellite, is greatly

oversimplified. The values for _ and % generally vary over the surface and great fluctuations in

skin temperature may exist. In practice the thermal analysis consists of the development of a

thermal model which represents a fine mesh of interconnected isothermal nodes. The appropriate

relationship between nodes in regard to thermal conduction and radiation interchange must be
established.

The energy balance for each node of a thermal model may be written

' + * + C C'm (T- T ) + _ C (T4 T4)Pn �So.Ap qllbn q,_ E F -I1 n n

dT

= _EA T_ + (WCp) --_- ,

where

c m = conductancebetweennodes n andre.

z = effectiveemissivitybetweennodes n and m,

F = shapefactor-areaproductbetweennodes n and m.

Sincethe major interestatpresentistodeterminethesatellitetemperatureleveland notthe

gradientswithin,a discussionoftheterms inthefirstequationis inorder.

For most passivecontrolledsatellitesP isrelativelysma_icompared withthetotalradiation

inputand does nothave a significanteffector thesatellitemean temperature. The magnitudeof

thiseflect,however,depends upon theE olthesurface(e.g.a surfacewitha low absolute• may

raise the internal temperature sf_nlflcantl]r because the skin has a limited capacity for
re-radlation).

The remaining three heat mmumes, direct solar Iteath_, earth-reflected solar heating (albedo),
and earth-emitted radlat/on (ear/IImJMne), reprumlt the sf_n_Ic_mt inputs to the satellite. R is

apparent that an adequate thermal design is predicated upon a reasonably aceuxate knowledge of

these thermal radiation inputs. The major source _ energy--direct solar radiation--is Iortunately

the most accurately obtained. 81rice the sun's rays impinging upon the satellite are virtua_y

2
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parallel, the problem xs simply one of determining the instantaneous orientatiov of each external

face with respect to the solar vector.

The calculation of earthshine is considerably less precise, requiring fundamental assumptions

to reduce the complexity of computation. These include the assumptions that the earth is a dif-

fusely emitting blackbody and that the surface temperature is uniform at 450"R. This permits
direct calculation of energy input from all visible positions on the earth. Sinceall locations supply

varying inputs, an integral equation must be solved to obtain the total incident energy.

The albedo determination involves a similar integration. The earth in this case is assumed to

be a diffusely reflecting sphere. In addition, the source int,-nsity is a function of the satellite loca-

tion relative to the sunlit portion of the earth.

For a nonrotattng satellite whose orientation is "fixed in space" the calculation of the thern_

radiation ,'luxes is perfo-'med at an7 interval during the orbit. At each orbital position a particular

fiat surface may or may not "see" the entire part of the earth's cap visible from the satellite. In

the latter case integration for albedo and earthshine must exclude the shaded portion of the cap.

Spin-stabilized satellites which rotate uniformly about the spin axis greatly complicate the an21y-

sis. The rotation around an arbitrary axis means in general that the heat fluxes vary, since the

visible portion of the earth is a function of this rotation.

The analysis presented herein is based upon the energy impinging upon a flat surface whose

orientation is defined in vector notation (by the normal vector), and which is rotating about an

arbitrary axis. This has a much broader application than may be realized at first. Althougb the

obvious application is for spin-stabilized satellites, the re._ults apply to any body of revolution.

Here the interest lies in the variation of flux about the axis rather than an _.verage value per spin.

Thus, with the orientation of a single fiat plate, the impinging fluxes on cylin_,ors and cones are

obtained. A sphere or a shape with a variable surface curvature along its ax!s requires several

or many such plates, depending upon the precision required. It can be seen that the thermal

radiation to the entire satellite surface may be found by simply considering a handful cf appro-

priately oriented flat plates.

The purpose of this paper is to present, in general form, the derivation of the governing

_luations for the radiation energy sources as stated. The equations refer specifically to a flat

surface rotating about an axis whose orientation is arbitrary. The dependence upon orbital posi-

tion is inch'ded; the results of _he numerical integration of these equations, encompassing a suit-

able range of ap,:licable orbits, is presented.

CO011011IATESYSTEMSAliOVECTORREPRESEIITATIOII

The primary coordinatp system is fixed with respect to the orbit (Figure 1). The XYplane

lies in the plane of the orbit with the x axis coincident with the line connecting the center of the

earth (the focus of the ellipse) and perigee.

3
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x As the satellite traverses the orbit, the
v

_,, instantaneous location is defined by the angle

a. The altitude, therefore, may be determined

at any instant by

(P, e)
•- x A(_) : I + ecos_ -I¢ (I)

P

where

A(a) = altRude,

P = aRitudeatperigee.

LEGEND R = radiusoftheearth,
O- EARTH CENTER

P-PERIGEE e = eccentricityoftheorbit.

FigureI--Coordinatesystems. The orientation of the unit vectors (Fig-

Y ure 2) representingthenormals tothefl_t

T _- plates, N, and the solar vector, S, are speci-• "" _ fied by the following angles:

.'_" / I /3 = anglebetweentheprojectionofN on

 I,%iN the XYplaneand the xaxis,

Y \ I/ \L .... F /,
i _z.---'t,- iu // I -_x 7 = anglebetweenNandthe Zaxis,

// u = angle between the projection of S on

// the gYplaneand theX axis,k = anglebetween S and thez axis.

z
The vectorialrepresentationsinthefixed

Figure 2--Orier.' ,'ion of normal and solar vectors, coordinatesystem are thus

N = cos/_ sin), i + sin/3 sin),j + cost k (2)

amd

S = cost, sink i + sine sink j + cosk k • (3)

R isconvenienttointroducean instan'_meouscoordinatesystem (x'Y'Z')whose originisfixed

inthesatellite(Figure1). The X'Y'planeliesintheorbRalplanewiththe x'axiscoincidentwith

thelinefrom theearth'scentertothe sat@lite,z'and Z have the same orientation.

The v,>ctorsN and S intheprimed system are

N = COS (/_-a) sinT i' * sin (/3-a) sin),j' + COsTk' , (4)

S = cos (u-a) sink i' + sin (e-a) sinkj' ' coskl,' (5)

I
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In a similar manner the expression for the spin axis vector A may be shown to be

A = cos (S-a) sin_ i' • sin (8-a) sin_ j' + cos_ It' (6)

where

= angle between the projection of A on the XY plane and the X axis,

= angle between A and the Z axis.
y"

PLATEROTATINGABOUTTHESPIN AXIS

For spin-stabilized satellites the normal /_
// !

vectors N, which represent the orientation of // I

the exterior surfaces, rotate about the spin N-_ ///'/

axis. In determining both instantaneous and / __/ _,_" I'

average heat fluxes, the orientation of N as a

function of this rotation with respect totile /_ _i "r /' i os_// "_ - x
primed coordinate system (X' Y' Z' ) must be 7. '

known. This is accomplished by defining a / \\_._ / ///

third coordinate system x" Y" z" (Figure 3). / \\\ _/\ _s,_rs,n,

The x" axis is coincidentwith the spin axis A.

Y" is defined so that it lies in the plane formed / #/

by x" and an arbitrary fixed position of the / \normal vector No.*
Z"

In Figure 3, the following terms may be
Figure 3--Double-prlmed coordinate system.

evaluated:

cos r = cos (/3-:_)siny cos (5- a) sin/_

+ sin (fl-a) sinT sin (3-a) sin/z + cosy cos_z , (7)

N : cost i" + si;,r cosK j °° + sin r sink It" (8)

It can be seen that the angle between the spin axis and No can be computed only in the

firstand second quadrants of the x"Y"plane. This has l'.ttleeffectsince _ varies from 0 to 2n

(arotation). [Ifthe vectorNO liesin the thirdquadrant (ofthe x"v" plane)the initialposRion for

rotationremains in the second quadrant.] The objectivenow is to relatethe double-primed unR

vectors to the primed vectors in order to determine N in the primed system.

*Since a complete rotation occurs, the ot.entation of N O merely indicates the starting point.

I
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The projections of j " and I,,'in the primed coordinate system are found in the following

manner: The value for the unit vector k" is

P, - ':in(_-c) sin# cosy - cos_z slo (_-._) sin) ,

h - cns;_ cnc (F-a) sin -..,-cos (_-a) sinu cosy ,

i - cns (5-a) sin. sin (2-a) sin y

- sin (_--a) sln_z cos (,7-a) sin).

_llilliiii I II/

(A × No) × A _' + nJ' + ok'-la

J
I(A × No) × A I ]/m-I + n i .I- ol (10)

WhrfO

m -- hc,_su - # sin (8- a) sin# ,

n' = # cos (S-a) sinp - gcos_. ,

o - gsin (,_-ct)sin_ - hcos (S-a) sin_z .

m,ty now be determined in the primed coordinate system (x' Y' z'). By rewritLng the double-

primed uaii vectors,

i" = pi' + qj' _ rk' "l

j " : si' + tj' + uk' _ (11)
/

k" : vi' + wj' + xk' J

where

p = cos (S-a) sinp ,

q "- sin (8°a) sin_z ,

r : COS p. )

I
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I1

t = ........ i

F/m_ + n2 + o_

0

m F rt2 + _2

R
%p

2 + h2 _ /2

h
u/

!

7;- ;

iiy ,_,,dP_tltutial_for i ", j ", a_,ci t" it_ Equation 8

N - ai' + hj ° _ ck' , (12)

whel"_.

a pcos r + s sJnT CO.',K F vslnt sJn_" ,

h : qcosr + t sin7 co_.K t wsin'r Sink ,

(" r ('OS 7 �UsinT cos K t- XSlrlT sink t

where _ is the angle of rotation. N may now be evaluated at any position during rotation through-
out the orbit in the primed sy_'_em (X' Y' z' ).

DETERMINATION OF EARTHSHIHE

3'he general expression for the radiation intensity dq, from a diffusely emitting source dA ,

impinging upon a unit area, is as follows:

I cosw cos _ d,'.e

dq -- D2 , (13)

where

I = source intensity,

_, = angle b_ween the line connecting the unit area with dAe and the normal to dA. (N,),

= angle between the line connecting dA, witl', the unit area and the normal to the unit area,

D = distance bet_:een the unit area and da,.

7

J
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x With the appiication of this equation to
-t --_

N A a flat plate of unit area at an altitude A(,_),

i " t plate is, H

>_......./_V" --_t_ .,, q_ _ .... D; - : 04)

,,,.0...... ""

, r, = Stefan=Boltzmann constant,

' , To = mean black body temperature of
t ';'_,/ the earth's surface,

! ,9,,,¢- 4-.-.tu, lh'_ '"'t' ,,,l_ibl(, ham mtellite (4, = 0 o T 4 = the heat flux leaving the source

wl.,:,_,'.nincidet'dwith "')- dA.

I,', ,)m {h,, _c(,m(.lvy (,l FigurL_ 4 (which is similar to a sketch used by Katz*) and the vector notation

pc,.,_a ld. ,i the t,._ )n._ in {he equation may be defined more specifically:

II " Ili' ) R, smt) cos4)j' + R sinO sin$ k' ,

[A(,) _ R (1-cost))] i* + R sine_ cos,/_ j' _ Re sint_ sin.p I,'o e

n2 [A(_) + r(1-cosO)] _ + r2._i,_2o,.

Re sin 0 1a :: O + tan =l 'A(a) + Re (1-cosO) '.3

l) • N
,'o._,l ' ill{ '

. { _[,(o,+_.(,-oo,o>1+,,,..,,,o oo._+_,..,o0 .,,,,,,}
l

_fIA(-)+_.(,-_o.o>]'+(R:.,n'_)'

[-A R, .]O= = cos-' (a)'¥ R •

"Katz, A. ]., "Delcrmmstioa of Therma| Radiation Incident upon the Surfaces of an Earth _tellite in an Elliptical Orbit," Grummun
Aircraft I'M{dnerrini_( orp., Rept. XP 12.20, May 1960,

8
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Equation 14 may now be written in the form

-! 2'_

T'I0° I °qE - 7r COS + tan'l A(o.) +_e (i:co$_) "

[A(_)+ R (l-cos0)]_ + R' sin,OJ R? sin0 d_ ct9 (15)

The limitsofintegrationare such thatthepartofthe eal"h cap visiblefrom the instantaneous

locationofthe satelliteisincluded.For most practicalcases,atleasta portionofthecap isnot

visiblefrom a platebecause of Rs orientation.Attempts to definethe appropriateIntegra-

tionlimitsfor such cases are extremely laborious. Sincethe equationscannot be solved

withouttheaidof a highspeed computer,an alternativeapproachisemployed.* The numerical

integrationincludf theentirevisiblepartoftheearthcap as stated,butthecontributionsofthe

elementalarea thattheplatedoes notsee are deletedifthelocalvalueof cos,7isnegative.

Equation15 representsthefluxforthe instantaneousorientationoftheplate.Interestalso

liesinthedeterminationof thefluxforP complete rotationof theplateabout the satelIRespin

axis.The averagevalueforq_ istherefore

If0'"qz,,. --""_" qz dK (16)

where _ isthe rotationalangle.

DETERMINATIONOFALBEDO

The calculationforthealbedoinputtoan orbitingplateis similartothatforthe earthshine

butinvolvesadditionalbasicassumptions. The reflectanceof theearthdependson what isthe

visiblesurface--land,water,snow, cloudcover,etc. Untilp_'ecisedataisavailablewhich indi-

catesthefunctionalrelationshipbetween thealbedoand the visiblesurface,an appr_imate mean

valueof35 percentappears satisfactory.

The reflected radiation is assumed to be diffuse. The local earth-reflected intensity varies

with the cosine of the angle between the solar vector and the local normal. Since the input to the

plate is a function of the source intensity of the visible elemental areas, the reflected radiation

can be expressed by

*I¢_tz,A.J..op.cir.

9
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..co: (a) + R

S a|b J R, sinO
qA _ cos + tan-' A(e) + Ro (1-cosO) "

0

f[ ,• cos_ • ^(_) + R. (1-cose) 1 2 + R2 sin2#3 Ro_ sine d_d# , (17)

where

S : solar constant (440BTU/hr/ft2)

alb : albedo factor (0.35)

= angle between the solar vector S and the normal to dA., N.,

Cos _ may be obtained fzom:

cos_, : S'N

-- cos (u-a) cos_ _ sink + sin (u-a) sin8 cos_ sink + cosk sinO sine . (18)

The area of the earth that contributes to the albedo input is the surface common to the sunlit

part of the earth and the part of the cap visible from the plate. The remaining area visible from

the plate but receiving no sunlight contributes nothing to the beat input. This is accounted for in

the numerical integration by deleting inputs when cos _ is negative.

The average albedo flux received by the plate per rotation about the spin axis is

I f2'TqA dK (19)
qA,. - 277 *_0

CALCULATIONOF DIRECTSOLARFLUX

The calculation of direct sunlight involves the determination of the instantaneous projected
area of the plate wzth respect to the solar vector:

qs= = S(S.N)

--s [,cos(_-_),ink+ b ,in(_-_),ink+ c ¢o,_], (20)

whcres is the solar constant.

10
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Because of its orientation the plate may or may not be facir, g the sun during a rotation. Neg-

ative values of S. h indicate that it is not facing the sun.

The avei-age flux per spin is

qs_.v" 27--I- qs_ 4_ (21)

Because the ori,,ntation of the plate is fixed in sp:i,'e, the heal flux is constant throughout the sun-

lit portion of the orbit. To determine whether or not the satellite is within the earth's shadow at

any orbital position requires two simple checks.* If both of the following expressions are satisfied,

the satellite received no direct input from the sun:

cos _2 < 0 ,

[Ro+^(_)]•Isi. ,_ ,

where _2is the angle between the solar vector S and x',

cos f_ : S " i' ,

cos_ : cos (u-a) sink

APPLICATION

Hypothetical geometric configurations (Figure 5) have been chosen to illustrate the use

of the equations. The external surfaces are represented by the indicated normal vectors.

*Katz, A. J., op. cit.

Y Y Y

; L'" 1 .N_ x _ x

N4 _ N2 L_---f----/_ N2

N_ N4 N_

(a) (b) ( )

Figure 5--Geometricalconfigurations.

11
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The three eketches represent three spin axis Table l

orientations, idcan Solar lleat Flux per Rotation*

..... Qs|.,.Circular orbits of 150, 550, 1050, 2000, and _ (degrees) C (degrees) (BTU/kr/ft_)

5000 statute miles, in 'which the solar vector iies in [ .........................
90 9o 0.0

the planv of the orbit (minimum sunlight), were con- 90 45 99.0
sidered. Figuree 6-35 indicatethe orbitalvariation 90 0 140.0

_0 315 99.0
of earthshineand albedo.* These heat fluxes rep-

90 270 0.0

resent mean integrated values per rotation at the

instantaneous orbital position. The direct solar 45 45 311 045 0 220.0
flux is constant in sunlight for a specific orientation. 45 315 99.0

Appropriate values are presented, in Table 1. 45 210 0.045 225 0.0

0 0 440.0
0 315 311.0

ACKNOWLEDGMENTS o 270 o.o
0 225 0.0

The author wishes to express gratitude to 0 180 0.0

Mr. Frank Hutchinson and Mr. tlenry Hartley for *The data presented represent the ir,stantaneous day-

the IBM 7090 program and the data presentation, hght heat flux impinging upon the rotatmg facts of theconfiguration in Figure S The sun in all cases is patal-

respectively, lel to the X axis; # ,3', and ;',art 90 degree s.

*The mathemattcal model assumed the _.arth cap to be comprssed of 512 elemental areas. Tile curves are based pnmardy on calculations
made at 22.5 degree m._rcments throut_hout the orbit Because of this, tl, e peaks m some of the albedo curves were estimated. It should
be noted that, because of the configurat,ons chosen, the orbstal heat lluae_ ,n several cases are ident,cal except for angular
displacement.

(Manuscr,pt received Jur_e 26, 196_)
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I. Summary

An IBH 7094, three dimensional, heat transfer

program for satellite application is discussed. The

program may be applied to all phases of spacecraft life,

from launch Lo orbitai quasi-steady state. Launch phase

heating includes inputs by radiation from the hot fairing

and free molecule flow heating after nose cone ejection.

Orbital heat fluxes are accounted for by direct sunlight,

earth-reflected sunlight, and earth-emitted input to the

satellite.

Ix.ternal heat exchange by conduction and radiation is

determined, provided the aPr opriate conductances, radiation

view factors, and effective emittances are known.

A simplified analysis of an active thermal controlled

spacecraft is incorporated into the program. One or more

surfaces may contain shutter systems which have optical

properties specified as a function of shutter opening. The

program evaluates the feasibility of any configuration based

upon maintaining an internal component within its tolerable

temperature limits.

The program employs a matrix inversion subroutine

(Gauss Elimination lethod) to solve the heat balance

equations.

-2-
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II. General Discussion

In practice, the thermal analysis of a spacecraft

consists of the development of the thermal model which

represents a fine mesh of interconnected isothermal nodes.

The appropriate relationship between nodes regarding thermal

conduction and radiation interchange must be established.

The general energy balance for each node of a thermal

model may be written

v., l"--_ _. _ . _, (I)

where d_
P = internal power dissipation of node nn
S = solar constant

s = solar absorptance

Apn ffi instantaneous projected area for sunlight of node n

qalbn = r_bsorbed earth-reflected solar radiation (albedo)

qes n = absorbed earth-emitted radiation (earthshine;by. node n
c_ = Stefan-Boltzmann constant

= infrared emittance of node nera

as ffi surface area of node n
n

WCpn ffi heat capacity of node n
dT/dt = time rate of change of node n temperature

Cnm = thermal conductance between nodes n and m

Enm ffi effective emittance between nodes n and m

Fnm ffi shape factor area product between nodes n and m

qan ffi free molecule flow heating to node n

qFn = radiation from fairing absorbed by node n

(when fairing is present external radiation

sources are O)

-3-
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The solution of the n simultaneous equations

shown above is performed by the IBM 7094 digital computer

with a matrix inversion routine (Gauss Elimination Method).

However, since the inversion applies only to linear simul-.

taneous equations, the fourth power temperature terms

must be linearized. This is donv by retaining the first

two terms in the Taylor Expansion around Tn"

..
-'r_e_" 4 "ge3"_- 377.q

where Tin is (a) the initial value of Tn for steady state

conditions or (b) the temperature at the beginning of tilae

increment At during transient cases. Substituting this

result into (I), the general equation in matrix form

becomes

wk_ 8_= -C,,,,,-4,,-_,,,F;,,,"_,,,_(_e_)
_,,,-._ c,,_4_.._F_ f,,,,,T,'.a+.._,,,(.,#.,'Z;,.J (3)

- 4 -
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Since this procedure is an approximation, the

error Involved may be significant when Tin and T vary

by more than a few degrees. For steady state problems

an iterative procedure is required to approach the correct

value of Tn. Convergence is not reached until all nodal

temperature changes are reduced to within a specified

tolerance. Experience has shown that if initial temper-

ature estimates are within 50°C of the converged values,

only 2 - 3 iterations are required before the results

are virtually constant.

Transient problems employ the same matrix inversion

routine except each calculation represents the net energy

exchange during a specific time interval. Since the

solution of simultaneous equations is implicit, instability

of the temperatures is not a problem. Thus, the results of

high conductance and (or) low heat capacity do not adversely

affect the numerical solution as they do in most explicit

techniques. Care, however, must be taken in choosing a

time interval. Although instability will not occuF, no guarantee

exists that the resulting temperatures are correct. For

instance, calculations during a normal orbit at one minute

intervals may be satisfactory since the environmental heat

fluxes do not vary si_ificantly (except perhaps _t Sunrise

and sunse+_. _o_ever, wken considering the launch phase,

-- 5 --
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calculations must be on a second bas_s due to the rapid

rise and attenuation of fairing and free molecule flow

heating rates. The short time interval is required both

to obtain accurate integrated heat fluxes as well as to

minimize significant temperature oscillations on space-

craft skins and externally mounted components (lightweight).

The same argument can be applied to sunrise and sunset

periods during the orbital phase. The two major considera-

tions used to determine the calculating time are, therefore:

(1) Accuracy in obtaining integrated heat flux, and

(2) Change in nodal temperature during a time increment.

The effect of these inputs depends upon the particular

requirements of the problem.

The most straightforward procedure regarding (2) is

to permit the program to calculate the time interval based

upon a specified permissible temperature change. This

method, by necessity, involves an iteration for the time

increment determination. At present, the program provides

only for a specified calculating time. The value is based

primarily on previous experience gained with respect to

the particular situation.

-6 -
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III. Discussion of Specific Environments

A. Launch Phase

The thermal environment encountered by the

payload during launch consists primarily of radiation

from the hot nose cone prior to fairing ejection and

free molecule flow heating thereafter. Because of the

short time involved (3 to 5 minutes) the concern is

generally for spacecraft skins and (or) externally

mounted components.

Each surface element (or node) is assumed to

view primarily one portion of the fairing whose tempera-

ture history is known. The fairing is generally divided

isothermally into nose cap, cone, and cylindrical sections.

Upon ejection of the fairing, the infrared radiation

source is replaced by aerodynamic or free molecule flow

heating, The extent of this heating is based upon the

kinetic energy available (1/_ Cv 3) of the impinging air

and the projected area of the corresponding surface normal

to the velocity vector. It is conservatively assumed that

all of the kinetic energy of the air is imparted to the

impinged surface. The analysis in this case depends upon

a knowledge of the vehicle's trajectory in addition to the

surface projected area.

-- 7 --
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B. Orbital Phase

1. Solar Input

The solar input may be a constant value per

surface node or a time-dependent variable. The variation

may be due to change in orientation with respect to the

sun as well as eclipse by the earth. The possibility of

internodal shading or reflections must be pre-determined

since the program employs only net solar flux to a surface.

2. Earthshine and Albedo

Earthshine and albedo generally represent

between 15% and 30% of the total energy input to a near

earth satellite. At present, constant or average values

per orbit are used. Albedo may be combined with the solar

input if a transient variation is deemed necessary.

3. Internal Power

Internal power can be read in only as a constant.

IV. Active Control Option

The purpose of the active control option is to

evaluate the design feasibility of simplo shutter systems.

One contro_ temperature with specified limits is taken

within the spacecraft. The effective absorptance and emit-

tance as a function of shutter opening must be known. The

-8-
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I

results indicate whether the system can handle the

imposed extremes in thermal environment.

V. Alternate Transient Solution

In many instances (especially when many nodes are

involved) the implicit matrix inversion technique becomes

inefficient _rom the standpoint of computer time. A simple

finite different explicit solution has been programmed as

an alternative. This option proves advantageous if high

conductances and/or low heat capacity are not present to

restrict the calculating time interval to extremely small

values. The small time interval is necessary to prevent

instability of the nodal temperatures. It has been shown

with a 25 node problem that the finite difference solution

offers no time saving over the matrix inversion.

-- 9 --
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COMPUTER PROGRAKS FOE SPHERICAL SATELLITES

BY

Joseph T. Skladany

Temperature Control Section

NASA Goddard Space Fllght Center

Greenbelt, Maryland

Introduction

This paper describes b_iefly two rather specialized

computer programs which solve for steady-state temperatvres

over a sphere. The first program deals with opaque surfaces

and allows for skin conductiou and black body internal

radiation. This progra_ differs from the conventional 3-D

heat transfer programs in that it auto:atically subdivides

the sphere into a specified number of nodes and computes

for each node, surface area, conductances, radiation shape

factors and incident solar flux. The second progaa allows

for transmission through partially or fully transparent

external surfaces and accounts for multiple diffuse

reflections at the inner surfaces, but does not Include

conduction.
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The first program was written because a number of

GSFC satellites or parts of satellites have been spherical,

and it has been used directly or modified to calculate

shin temperatures of _CHO-II, and Explorer 17, and Jf the

magnetometers for IMP and OGO. The second program was

written specifically for the proposed Rebound satellite,

a large ECHO-type balloon which was to be constructed of

a laminate of an aluminum mesh and a transparent plastic

film.

Nomenclature

A - Surface area

Ap - Projected area

F_j - Shape factor from node i to node

H - Infrared energy incident on interior

I - Solar energy incident on £nterlor

K - Conductivity

Pa - Incident albedo radiation

Pc - Incident earth emitted radiation

Qcond Conductance

R - Radius of sphere

s - Solar constant

Sz - Solar Input

T - Absolute temperature
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- Equatorial angle measured from the i axis

t - Thickness of shell

X - Fraction of surface that is opaque

a - Internal solar absorptivity

- External solar absorutivlty

¢ _ Internal I.R. emissivity

- External I.R. emissivity

p - Solar reflectivity (internal)

,
p - I.R. reflectivity (internal)

T - Solar transmissivity

,
- I.R. transmissivity

o _ Stefan-Boltzmann constant

- Polar angle of spherical segment measured

from spin axis

e s - Angle between spin axis and solar vector

y - Angle between normal to spherical segment

and solar vector

Subscripts

1 - Nodes

j - Nodes

- Transmitting material
p

o - Opaque material
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Opaque Sphere Program

The sphere is divided into a number of concentric

rings about the spin axis as shown in Figure I. All

rings or nodes subtend equal angles at the origin. The

surface area of a differential element is

dA = R2 sin 8 d 8 d_ (i)

which when integrated over a node gives

A_ = 2_R 2 (cos e I - cos e_) (2)

The solar energy absorbed is proportional to the

area of the node projected in the direction of the sun.

The projection of an elemental area is

dAp = dA cos y (3)

where cos V can be determined from the dot product of the

solar vector and the normal to the elemental area. This

expression must be integrated for three distinct zones

(see Figure 2).
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a. For o_e_ 90 - es sunlight is incident on every

elemental area of each node. For each node the

projection is a complete ring whose area is

Apt = _R 2 cos es (sin 2 ea - sin 2 or) (4a)

b. For 90 - 0 s < 0 _ 90 + 0 s the projection is no
D

longer a complete ring and it becomes necessary to

limit the integration to sunlit areas only. The

projected area can be demonstrated to be

Api = R_ Lcos 01 (sin 2 Os - cos _ Ol)_

- cos O_ (sin 2 Os - cos _ Oj) _
1 _l

+ sin- (cos 01/sin 0 s) - sin (cos Oj/sin 0 s)

--1

+ sin _ 0j cos 0s cos (-cot 0_ cot 0s)

_i ]
- sin _ 01 cos 0 s cos (-cot 01 cot Os)J (4b)

c. For 90 + 0 < 0 _ 180 the nodes do not see thes

sun and

Apl = 0 (4c)
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In the expressions for the limits of e for each of

the zones, it was assumed that 8s & 90° . For 90 < es _ 180,

the program in effect inverts the sphere by a simple trans-

formation of variables to a_oid defining new limits of 8

for each zone.

The conductance between adjacent nodes, i and i + I is

Qcond = 2_Kt (5)

tan ( e_ )
In

tan (_-)

where the angles 01 and 0 t + 1 refer to the centers of the

two nodes. This formula can be derived by integration of

the expression for conductance between differential areas.

For a hollow sphere, the radiation shape factor is

simply

A_

Fl_ - 4_R _ (6)

i
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The thermal balance at any node in steady-state is

_IApls + _tAlPai + ¢iAlPe I ffi AI_¢ITt4 + _ A_F_¢_ (TI4-T_
4)

J

(Tl - T_) (7)
+ _ Qcond_l

• o solve these simultaneous equations, the T4 terms are

linvarized by a Taylor expansion and then matrix methods

combined with iterative procedures are used to solve for

the temperatures.

It is planned in the near future to publish a more

detailed description of this program.

Explorer 17 Thermal Model

The Explorer 17 was not a hollow sphere and hence the

computer program had to be modified to include the internal

components. The majority of the electronics were mounted

on a platform located below the sphere's equator. The

thermal model chosen was simply that of a sphere circum-

scribed about a cylinder as shown in Figure 3. The shape

factors were computed by hand and read in with other data.

_L
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Transparent Sphere Program

The transparent sphere program solves for the steady-

state temperature of a partially transmitting sphere. It

is assumed that all reflections are diffuse, that conduction

is negligible, and that there is no diffraction as the

energy passes through the transparent part of the sphere.

Instead of the thermal balance consisting of one

equation per node as in Equation 7, there are now three

equations per node. These equations are derived by the

Poljak 1Radiosity Method and are completely general for

any enclosure. However, the program is specifically

written for a sphere and hence the geometric equations

described for the opaque sphere program are included in

this program.

1
Eckert, E.R.G. and Drake, R. M., Jr., "Heat and Mass

Transfer," McGraw-Hill Book Co., Inc., 1959t p. 405.
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The internal energy is divided into I.R. and visible

(solar spectrum) components. The net solar energy incident

internally on a node is given by

4 j\ r- I (8)
I_ = S_ + P_i +_ Fij XPo4 + (I-X)Pp,_ .I

These equations are solved simultaneously for I_ by a matrix

so lut ion.

The net I.R. energy incident internally on a node is

given by

HI = Pl + _ FIj X¢o,_+ (1-x)cp,1 Tj + Fl
j

L_x poj+ (1-×)p:jl H l (9)

These equations are solved simultaneously for H In terms

of T4 by a matrix solution.

Finally, the thermal balance In steady-state for each

node Is

]FX_o_+ (l-X)_,,_+ A,L[X_os + (l-x)_,,]p,_ +AP is L

[ ] j }X_o I + (1-X)EP $ Pt - LXPo S + (I'X)Pp I + (1-X)¢ -l Ii

" AlaTi4_xe'oi + (1-x)C'psJ + [xeol + (1...x)¢pi]',t +

E" " ]xPol + (1-x)pp_ + (1-X)'r*-I H: (10)
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These equations are linear in T4 and hence can be

solved by a matrix solution to yield the steady-state

temperature distribution.

A complete explanation of the derivation of the

equations for the temperature of a partially transmitting

sphe,,e is being planned as a NASA Technical Note for

future publication.
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APPLICATIONS OF THE METHOD OF MONTE CARLO TO

PROBLEMS IN THERMAL RADIAITION

by John R. Howell

Lewis Research Center

National Aeronautics and Space Administration

o_ Cleveland, Ohio

i

ABSTRACT

A summary of the work involving the Monte Carlo method in the so-
lution of problems in thermal radiation transfer is presented, which
indicates general methods previously used for solving problems in which
radiation is coupled with other modes of energy transfer. Previous work
involving radiation in absorbing-emitting media is included.

An example is outlined to indicate the use of the Monte Carlo method
in the design of a space radiator. Suggestions are given for solution of

a complex case incorporating the effects of coupled conduction, convec-

# tion and radiation, wavelength dependent and selective surfaces_ noniso-
thermal conditions, and strongly directional or nondlffuse emitting and
reflecting surfaces.

A discussion is given of the factors that may affect convergence,

running time, and accuracy of the Monte Carlo solutions and of the ad-
vantages and disadvantages of this approach for practical problems.

Also discussed are the case of programming for complex problems and the
probable machine time requirements of the method.

INTRODUCTION

In many thermal radiation problems, integral equations of a type

that are amenable to a Monte Carlo solution appear. One example of cur-
rent interest from a design standpoint is a space radiator system. A
segment of such a system might be as shown in figure 1.

A number of analyses of such a system using conventional approaches
(refs. 1 to 4, for example) hsve been performed, but these are limited

by certain common factors. The general formulation consists of usiI_g
"interchange" ("shape", "view", or 'honfiguratlon") factors, which are
derived through an auxiliary analysis to give the fraction of energy
leaving a given area element and arriving at another. IrZerent in such
factors is the assumption of a diffuse surface, which follows the cosine
law for emitted and reflected energy.

J I
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These fractions of arriving energy are then summed by an appropriate

integration, and the net energy flux for each area element is dete'x_ired.
Although it is possible to account for such factors as wavelength de-

pendent properties, te.mperat_e dependent properties, and coupling with
conduction or convection in the system studied with this type of analysis,

it becomes quite cumbersome to evaluate the multiple integral terms that
appear. These terms may involve integration over three dimensions and
the wavelength interval of interest.

Recently, a ntnnber of papers have appeared in the open literature
applying the method of Monte Carlo to problems involving thermal radia-
tion exchange (refs. 5 to 8). Reference 5, which is concerned with ra-
diant transfer through absorbing-emitting media, discusses the case of
the wavelength- and temperature-dependent radiation absorption coeffi-

cient. The advantage of this method, as pointed out by this paper, is
the simple eval_mtion of an otherwise difficult-to-solve set or integral
equations.

In reference 6, the case of transients in the temperature of an
absorbing-emitting gas with simultaneous heat conduction is treated ex-
tensively. In references 7 and 8 a Monte Carlo technique is used to

solve for the steady-state, axial heat flux distribution in a rocket
nozzle, considering the effects of flow and convection. In reference 8
real equilibrium propellant propertius were used, and temperature, pres-
sure, and wavelength effects on the propellant radiation absorption
coefficient are demonstrated.

The latter three papers all involve the solution of a set of nonlinear
integro-differential equations, generally using a Monte Carlo technique
for evaluation of radiation integral terms. A standard method such as

Newton-Raphson is used for evaluation of the remaining set of equations,
which are put in flnite-difference form.

SAMPLE MO_I_E CARLO PROGRAM

In essence, the Monte Carlo technique removes the evaluations of
multiple integrals from the computer program and replaces it with a
simple summation. As an example of this approach, we may write the en-

ergy balance on a volume element dVR of a typical radiator fin (fig. l)
as

= '  x,aex,a (1)

where the first term is the energy conducted into the volume element,
the second term is the radiant energy absorbed by the two exposed surface
elements of dVR (assigning symmetry about the plane of the fin), and the
term to the right of the equality is the energy radiated from the two

exposed area elements. For an element on a radiator tube, a convection i

term must be added.

I
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If the integral term can be e_raluated separately, the complete

equation can be written in finite difference form with the integral re-
placed by a constant for each iteration. The coupled set of equations
that results (one for each element considered) can then be solved by any
of a number of standard techniques. A new temperature distribution re-
sults that can be used to reevaluate the integral terms. This procedure

is continued until the temperatures converge, that is, until the old and
new temperatures are the same.

The remainder of this section will be devoted to the evaluation of

the integral terms by the Monte Carlo procedure, leaving the methods of
solution of the entire matrix of equations and the attendant problems of

convergence and accuracy to be settled by the knowledge, experience, and
intuition of the interested programmer.

Monte Carlo Procedure

The procedure to be presented is a simple and straightforward

"engineering" approach to the problem. It is aimed at giving the general
methods that can be applied with no attempt at giving the more complex
but often faster running "shortcuts" in programming with which the liter-
ature on Monte Carlo abounds.

The method for this type problem reduces to this: a number NdA
of "bundles" of energy are assumed to be emitted from each area element

on the radiator. The energy per bundle, Cb, is taken as constant for
all bundles within the system to simplify bookkeeping, and it can also
be specified as a program input. The rate of bundles to be emitted from
a given element must then be given by

If the direction of emission of the bundle is (_,0) as shown in

figure 2, then for a surface with directional emissivity ¢_ independent
of wavelength, the direction of an individual bundle is given by

c_ cos _ sin _ d_
0

Rl= (3)
.j _ cos _ sin _ d_
0

e = 2mR2 (4)
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where RI and R2 are numbers chosen at random from a set of numbers

evenly distributed _n the range 0 < R _ l. The derivation of equa-
tions (5) and (4) i_ give1_ in reference 5. _ese equations assume an
emissivity that i_ _:y_J_etrica]about the normal to the surface such as
we might expect for a real etched or plated surface. For a surface
with a constant 6 equation (3) reduces to

rl'

If e_ is a nonanalytic function, equation (3) may be integrated numer-
ically to find a curve of _ as a function of R1, which may then be
curve fit to put a function, perhaps of the form

=A+ BnI+ . . • (6)

directly into the machine.

Directional effects might be examined for their possible use in
increasing _adiator efficiency in this manner. Directional properties
for a grooved stuface with very strong directional effects are given in

reference 9. Such g_ooving could be used to minimize interchange of
radiation between segments of the radiator by directing the radiation
preferentially toward space.

Returning to the problem at hand, we may specify the wavelength

of the bundle from the equation

_ kmi n
R3 = (7)

E)e,dk

_ kmin

where kmi n and kmax are the limits of the wavelength range of interest.

For ease of use, we may again fit a curve of the form of equation (6) to

R3 as a function of A for use in the program.

It should be noted that c_ has been assumed indel_endent of wave-
length and gk independent of direction of emission. If this were not
so, equation (5) would have to be carried out for many values of k, and
equation (6) would then give a famil_ of curves with k as the parameter
for use in the final program.

Similarly, a family of curves with _ as parameter would result
from equation (7).

I
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It is seen from the relations derived previously that _, e, and

may be found by picking three random numbers RI_ R2, and R5 and using

them in simple relations. If the direction of emission is known, simple

geometry determines whether the bundle will be radiated to Sl_Ce or will
strike another point on the radiator surface. For example, if the ele-
ment of bundle emission is on the fin, it can be seen from figure 5 that
for x taken as the distance to the center of the nearest tube, the

energy bundle must be lost to space if

cos > r (8)x

However, if the inequality is not satisfied, the bundle will not neces-
sarily strike a surface. Such simple tests are useful if a large frac-
tion of bundles are lost to space, as they save many useless calcula-
tions of final position of the bundle.

If the bundle does strike another surface 3 it may be either reflected

or absorbed_ To determine this, another number R% is chosen and com-

pared to the spectral absorptivity mA evaluated at the bundle wavelength.

If R4 > mA' the bundle will be reflected; otherwise, it will be absorbed.

If it is reflected, the new direction must be chosen again by select-
ing at random from the correct distribution of possible angles. For a

diffusely reflecting surface, these are given by equations (4) and (5).
For a specular surface, we need only to find the incident angle of the
bundle by geometry, and then the angles of reflection are given by

_refl. = _incident

erefl" = e + _ "_ (9)
incident J

For a directional surface, the direction of reflection will in general
depend on the angle of incidence. A family of curves with the angle of

incidence _' must then be specified of the form

7F,n

Jo 0_,,_ cos _ sin _ d_

-, I (1o)I
! P*I',_ cos _ sin _ d_,,

0 _,

where p_,,_ is the reflectlvity in direction _ for energy incident
from _'. As a practical matter, such data is scarce. One source is
reference l0 for an idealized grooved surface.

t

I
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The reflected bundle is now folJowed thro,_h any successive re-
flections until it is either absorbed at a surface or lost to space.

Each bundle emitted from each element is followed in the ssme way.

Absorptions at each area element are tallied as they occur. Mul-

tiplying the number of bundles finally absorbed by the energy l_er
bundle gives the total radiant energy absorbed at each area element,
and we have thus completed evaluation of the integral term in equation (1).

If solar radiation is to be considered, the direction of incidence
must be specified, and sufficient bundles are fired at our radiator to
equal the incident solar energy. The wavelength of each incident bundle
is again chosen by equation (8) using solar emissivities and tempera-

tures. The bundles are followed as outlined previously.

Running time for such a program is difficult to predict. It would

certainly depend on many factors; however, the major ones are probably
the astuteness of the original temperature distribution guess and the number
of energy bundles followed. For this type of program, the running time
would be nearly proportional to the number of bundles followed. For the

math_.matically similar but more cumbersome rocket nozzle program of ref-

erence 8, four to five iterations took less than lO minutes time, follow-
ing about 75,000 energy bundles on the final few. A Newton-Raphson

technique gave good convergence of the set of equations for each iteration.
On the IBM 7094, the four to five iterations brought convergence to with-
in O.1 percent for all temperatures in the distribution. The program out-
llned here would almost certainly run faster because the multiple ab-
sorptions in the nozzle propellant are not present, and these absorptions
represent a major fraction of the running time.

Advantages and Disadvantages of the Method

The main work involved in progra_nlng this method is the initial

evaluation of the functions describing wavelength and directional de-
pendence. These may involve numerical integration, which needs to be
carried out only once. The remainder of the programming then consists

of setting up a series of "do" loops around the sim_le algebraic equa-
tions derived above.

Many techniques are available (ref. ll) for estimating error in

Monte Carlo calculations, but accuracy can usually be increased by fol-
lowing more energy bundles (decreasing the energy per bundle). Often
it is difficult to predict or deduce the error present in a standard mul-
tiple numerical integration.

The advantages of the Monte Carlo method for these programs might
be stmnarized as

(I) The ability to handle co_lex problems in a sim_le and straigh_-
forward manner
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(2) The simplicity of the resulting computer program, with the
attendent ease of checking

(5) The ability to control to some extent and to accurately esti-
mate the probable errors in the solutions

There are also certain disadvantages. It is possible that for cer-

tain problems sufficient accuracy cannot be obtained from the straight-
forward methods outlined without excessive computer times. More sophis-

ticated approaches would then be required, with some loss of the advan-
tages outlined previously. These approaches are well developed in ref-
erence ll.

Because of the simplicity of the equations and the independence of

each occ1_rence along the path of a bundle, it is sometimes difficult to
pinpoint or even detect the presence of program errors. Judgements made
are usually on the basis of the final summations, which may show little
obvious effect of error unless gross mistakes are present. Standard
approaches generally provide a number of possible intermediate check-

points, lending some feeling of security to the programmer.

CONCLUSIONS

The Monte Carlo method may offer considerable savings in program-
ming complexity and time for thermal radiation problems in which varia-
tions with wavelength and direction are encountered in surface radia-
tive properties. Th_ method appears to offer _hort computer runninr"
times even where complex variations occur.
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SY14_L8

A area

energy pe'," Monte Carlo bundle

e_ Plamck spectral energy distribution

Fa_e view factor between area elements a and e

k thermal conductivity

NdA rate of bundles emitted from a given surface el_ment

r outside radius of tube on tube and fin radiator

R random number from evenly distributed set in range 0 to i

T absolute temperature

V volume

x normal distance from area element on fin to centerline of nearest
tube

st_face absorptivity

¢ surface emissivity

wavelength

_je angles defined in fig. 2

P_,_ reflectivity in angle _ for energy incident at angle _'

Subscripts:

spectrally dependent

a,e surface area element index, absorbing or emitting element,
respectively

_,8 dependent on angle _ or 8

I
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ORBITING S_LLI_E SURFACE II_4PERATURE

PREDICTION ND ANALYSIS

I. Introduction

Temperature prediction of slmcecraft orbiting the moon, earth or

other planets is an essential Manned Spacecraft Center capability.
Existing methods _+ was found, however, were either too simplified or
s_ecialize_ fur _ requirements. A contract was, therefore, let with

Midwest Research Institute in Kansas City, Missouri, t_ a cOml_uter
pr___termine spacecraft heat !oads and/or th_n_s-ien% +
temperature_ W-WTlm--cr_T_%_e mo6n, earth or other planets. It is this
computer-_rogram, which has recently been completed, that I 'd like to

introduce. _qle con__u_r program is written for the IBM 7094 computer
and is ._nthe Fortran IA-i_ge. ............

If. Spacecraft Thermal Balance

First to give some insight into what are some of the major con-
siderations in determining the thermal balance of an orbiting spacecraft:
figure 1 shows the principal external heat loads. The q sun represents
solar thermal radiation coming from the sun and directly impinging
upon the vehicle. The q albedo represents that quantity of solar
radiation from the sun that is reflected off the planet being orbited

and then impinging upon the orbAting vehicle. Lastly, the q planet
is that thermal radiation from the planet orbited that impinges upon
the vehicle.

When the vehicle is on the far dark side of the planet, however,
it can be seen that the vehicle would not receive any q sun or q albedo;
therefore another consideration is the sun-shade points.

Ill. Ma_or Features add Capabilities

Before preceeding further with the fundamentals of the program,
however, I would like next to outline some of the major features and
capabilities of the program. They are as follows:

1. The program has the capability of handling up to 200
clots; each has its own thickness, initial temperature, add thermal

2. The program also has the capability _o consider eight
differen_ ++C+O@,._I'I_+.+aIML+_,_!'!+_.d:l+P_+gX"_.n+_,+9<,+ubstratmmaterials+. T_ermal
properties of each may be temperature dependent. ........

-p
I
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9. A spinning or fixed Malllcle orientation my be considered.
The fixed orientation may be with respect to the sun or the planet
being orbited.

4. Internal heat may be considered as a function of time.
The program has t_-_g_lty to handle eight different internal
heat tables.

_. Co_£nt or variable planet temperatures cry be con-
sidereal. This feature is a most important consideration for a luDa_

orbital mission. The significance will be shown later for a hypotketical _:
lunar mission.

IV. Assumptions !

f
In order to meet the projects objectives, it was necessary to

introduce certain simplifying assumptions. I feel that it is worth-
while at th_i_F__'t_se _a_ssumptionsfor it is up to
each individual user or _otential user to evaluate the validity of
the assumptions for each intended application.

i. Conduction between elements, and convection between
the vehicle and its surroundings are neglected. When MSC feels con-
duction between elements could be a si_niflcant factor, the program
is used only to compute the incident heat loads and then these
outputs are loaded as input into a transient conduction type program.

2. No radiant interchange between elements is considered.

9. All thermal radiation is considered to be diffused.

_. The vehicle's absorptivity to reflected solar radiation
is assumed to be equal to the vehicle's absorptivity to direct solar
radiation.

5. Internal heat is assuaed to be untforml_r distributed
over the ele:ent.

6. The solar constant is assumed to be independent of the
vehicle's orbital position. 07. On the sunlit side of a variable _npersture planet,
the planet surface tm_rature is assumed to vary acccrdiz_ to Laabert,s t
cosine law. The planet temperature on the dark side of a variable lteapersture planet is, however, assumed constant.

I
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V. Celestial Mechanics

So far nothing has been said about input data. A general outline

of the type input required shall therefore be presented next. It is
believed that the input is quite simple and I_-_--_

To compute the heat loads to an orbiting vehicle, four bssic

questions mus---t'_6ns_dered_. " They are: .... •.............

I. What is the location of the vehicle surface element on
the vehicle?

2. Where is the vehicle with respect to the planet being
orbited?

3- What is the celesti_l location of the vehicle with

respect to space?

4. _hat is the sun's location with respect to the planet
being orbited?

Vehicle Coordinate System
|

The first question is not applicable to a spirting satellite;
hovever, for an oriented vehicle, the incident heat flux can vary

considerably from one surface position to another. For example,
looking at figure 2, the element on the zide of the planet oriented
vehicle shown in the upper left hand corner receives radiation from

the planet wheI_as _he element on top does not. Consequently, a
system to answer the first question (What Is the 1.ocatlon of element
analyzed? ) is required for the thermal ar_lysis of an oriented
,_ehicle.

A meaningful vehicle coordinate system is set up by replacing

in_M_ -rI_t_a-_ corner of f_gu_e-_. -_g _elemen-_son the
sphere are selected so they have the same space orientation as the

corresponding vehicle elements.

For a planet or moon oriented vehicle, the surface positions on
the sphere are defined with respect to the coordinate system illustr_ted
in the lower left hand corner of the figure. For the sun oriented
case, the surface positions on the sphere are defined with respect to
the coox_linate system iIAustrated in the lower riKht hand corner.

For a fixed orientation, the surface e%emente locstion is defined by
the angles-'_ and ' as shown s_d are required input data for each
element. This system can be likened to defining a position on es_
where any position on earth can similarly be defined by giving the
pr_,,_r longitude and latitude.

i

1966025140-106



-4-

..,.l_t Coord_... s_te=
j -J L

Before the _=pi_i_ heat loads emitt_-_ or reflected by the planet
can be cap.ted, the second question (W__ t_te vehicle vith respect
to the planet being orbited? ) ==st be answered. The answer to this
q_-_q_i_ l_e-obt_e_ _in term of the planet coordinate syste= shown

figure _, using Kepler's equations. The input required by the
program to com_u_r-_rna_--t_ 'vehicle's position with respect to the
planet consist only of the sdmJ-ma_or axis (a), seml-minor axis (b) of
the orbital ellipse and the true anomaly (_,)at the initial time. The
three vLriables are shown in the top right hand corner of the slide which
shovs the orbit rotated into the plane of the screen, and the Xp and Yp
axes superimposed onto the orbit plane. As shown for a spinning or fixed
orientation, the planet coordinate system is the same.

Celestial Coordinate System

The third question (What is the celesulal location of the vehicle

with respect to space?_ involves defining the ,_,__t.with reSl__...Ct._to
s_ This question can be answered in ter_ o£ the celestial
coordinate syst_n. The vehicAe's orbit can be conventionally related to
the celestial coordinate axes by three angles which are required input
data. These angles are shown in figure 4 where -_,.is the right ascension
of the ascending node, -' is the arg_nent of perifocus, and - is the
inclination of the orbital plane.

An_ reference system could have been selected for the celestial
Coordinate system; however, the b_sis of selection Ms that it be com-
patible with standard astron_nical references to minimize input data
c_npilation time and effort. With this as a criteria for selection of

heliocentric .a_ the __,_ere,.c_n=_-, t_las_ibe orb i_iabout
_eart_ a__ o_he_ than earth, and the moon res4_ctively.

For earth and planets other than earth, the two celestial
ccordinate systems used are pictured in figure _.

For the m_m the third celestial coordinate system selected
is illustrated by figure 6.

S_ 's .Position

The only question that re_ins now to be answered is: What Is
the location of the sun with respect to the planet being orbited?

'A'_| _._._._l_.._.._r'mB of two ez_l.es, the r_ht ueenalon
of

f ', ure7.
Since we were careful in our selection to choose a celestial

coa_dtnate system that would be compatible wi_h ste_d astroDamtcal
references, we can obtain fro_ _he Ephe_erus the l_A and I_C for the
Noon, e_rth or any other planet for an_ particular date.
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VI. Hypothetical Test Case

Case I

A hypothetical lunar mission was run using the described program.

For.-tb_s_IQ__&jtic_Ll_..]_naz._c_bl_ l_i_l;_ig___ s_I__ceqraftW_s__P_l_Lnet
orlen_ed and o__i_.p._..t surface temperature feature of the

__used.program_was ' The mission da__seiec_e_l in oiAder'tl_Atthe sun
would be very near to being in the orbital plane.

Pertinent orbit data consisted of the following:

Altitude i0 I_ to 190 I_4.

Inclination = 13°.

Right ascension of ascending node = .87°.

Argument of perifucus 270 °.

T1_e anomaly at initial _ime = 0°.

The temperature time hlstory ..0fdiffcr_tl.v.,orlentc_i and painted
surface element_s'_v__e_ in_eresting characteristics.

The results shown in figure b, a white element cools initially

even though it is almost facing directly into the sun. A similarly
oriented black element • shown in the same slide, however, rises to a

peak at = 60°, then gradually drops as it _urns away fro,,,the sun.
This is true since the white element reflects a considerable amount

of solar energy, whereas the black energy will absorb the majority
of solar radiation that _mpinges upon its surface.

In the next figure (9) the temperature curves of a blac_ "
and white element facing the monn are very similar since black
and white elements absorb long wavelength radiation almost equally.

Also of interest shown in the figure is the h_p in the black element's
curve at about = I00° and : = _60 °. This is caused by the fact that
both elements are briefly irradiated by the _,unJust before entering
the moon's shadow and Just after leaving, its shadow. However, the

hump shows up only in the black element's c_ve since it absorbs the
solar radiation more readily.

Comparison of both black elements in figure I0 reveals at
= O° the element facing the moon • is almost as hot as the element

facing away from the moon and almost l_klmg directly at the sun.
This demonstrates _hat at low lu_r orbits, the _l_net he_t can be
as significant a_ _olar he_t.
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Case Ii

Finally, t,olearr_ L_e erl'ecb_ of not, co_Jd_rjnd 1,1_h,)O)k'_

surface temperatm.e grl_11ent, a similar run was made or'Case I,
however, this time the moon w_ taken as a constant temperaUwe planet..
The results shown in the fin_l figure {Ii) reveal the "con:_t_.ntmot3n

_amperature" curve A Js a flat curve that averages out the ri_ximu_,,

and mlnlm_a peaks of the "variable moon temperature' c:u_-ve O. As you
can see, we have a significant variatlc:: (abo_Jt lO0°R) caused oy n_g-
lectlng the moon's surface teml_rature gradient. Thes(: re,,u_(,o L;_:,i'ir,_
the importance or' the variab.lu planet tt:m)£i'_Itin'v, ixa.+tLud ]n ai_ljy_Ix,_
lunar mission_;.

Ht)i)_.tt A. V()).:L

I
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ELEMENT NO 2 FLf, M[NT NO 2'

/,

(

ELEMEN.T f',l© 1 //-,-"-t"3,

..._._., ,:__No _' o .

. ._.._*"_;e,_m:,_.1_ . I ......
TYPICALVEHICLE MATHEMATICALMODEL OF TYPICALVEHICLE

\

MATHEMATICALMO-'DEL(PLANET-ORIENTED) MATHEMATICALMODEl. (SUN- ORIENTED)

Fig. 2 - Vehicle Coordinate System for a Typical Spacecraft
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Fig. 4 - Relationship between Orbit and General
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Zc _ ECLIPTIC PLANE

PLANET

NOTE: EARTH'S XcYcAXES LIE IN ITS EOUATORIAL PLANE
PLANET'S Xc Yc AXES ARE PARALLEL TO THE ECLIPTIC PLANE

i ill

Fig. 5 - Celestial Coordinate System for Earth (Geocentrlc)

and Other Planets (Modified Heliocentric)
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Fig. 6 - CelestialCoordinateSystemfor the Moon (Selenographie)
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Fig.7 - Sun'sPositionRelativeto the CelestialCoozdlnateSystem
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NASA - Langley

SIMPLIFIED COMPUTATION OF EARTH TEERMAL AND

ALBEDO RADIATION INCIDENT ON A SPACECRAFT

Doyle F. Swofford

ABSTRACT

The integral used for the computation of the earth thermal and
albedo flux on a section of a satellite is directly integrable if the

projected area is represented by a t_uncated Fourier series in the
aspect augle. A great saving in computer time results from this rep-
resentatlon_ The series for a general surface of revolution, whose
axls coincides wlth the axis of rotational sy_net+7 of the satellite,

is obtained by dividing the surface into elemental conical frustums
and averaging the series fo_'a cone over the generating curve.

1966025140-121



-2-

SYMBOT-q

Ap(_) projected, or apparent, area o."a surface viewed at an
aspect angle

AT total area of a s'arface

as mean solar absorptivity of a surface

e thermal emissivity of a surface

ik coefficient of the kth term. in the Fourier cosine series
for Ap/AT_ n)

Ik kth coefficient of the power series in cosine Tt which
approximates Ap/AT(_)

q heat input to a surface per fruittime

re mean albedo of the earth

S solar radiation constant

Te b]ark-body temperature of the each

(o.,_) angular roordinates of an e1_ement of surface area on the
earth, w/th the ovid.in at the _ate]llte

_o half the angle subtended ,Atthe satellite by the earth

o semlv_t-x angle of a none or f_ust1_n

_j aspect angle - the an_]e betwpen the spin axis of a satellite
and t,he line of v_ew

lie valne of Ii at 1.ne p_in +, on ear+h d_rectly beneath the
sate] 1 ire

8S angle bet_.teenthe ea_.h-satellite line and the earth-sun l;ne

symbol, for Ap/;_

. Stefan-Bol tzmann e_nstant

i
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Computation of the heat input to a spacecraft surface due to earth
thermal and albedo radiation involves evalu_tlon of a double integral and
extensive tabulation of the projected area of the surface. However, a
good closed-form approximation for the inte6ral (requlri_ no numerical
inte6ration and no tabulation o£ projected areas) is obtained by substi-
tutin8 a tru,_cated Fourier series for the projected area.

The two heat input rates are given by

%arth = ATe eF(%, me)
thermal

qalbedo _ATSreas cos 9sF(_o,q e)

where F, the so-called shape factor, is given by

0 '0

Expanding the projected area in a Fourier serios

__AP(_) _. Io + tl cos_+i 2 ccc 2q + iN cos _

By use of trigonometr[_ identities, this series is coaverted to

A_p (_) _ Io + Ii cos _ + 12 cos2_ + I_ coshvl

_here

I I n = l o - i 2 + l_
I1 = t 1

T2 = _2 " 81_
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Taking the scalar product of the unit vectors along the satellite
aXiS and the view line, we get

cos q = cos % cos _ + sin qe sin _ cos

Making use of :_is relation and the series for ---', we find

F(qe,%):_(:-cos_o)12:o+ 12sin2ne �_:_sin4%1

+(i ;'[I e]
- cOS_o) i cos n

)[I(_ n2e) mln2",]e(2 ; _]
+ (1 - coS)_o 2 - st _ + I_ - "%sin2q

+ (l- coSJ_o)]_(_- 2 sin2_e. + _ s%n4ne>

Thus, the problem is reduced to finding the coefficients Ik in

the expansion for Ap/AT(_). For a satellite spinning about its axis
of symmetry, the projected areas of some surfaces are given by simple
e_presslons such as these:

~=__i + _I 12 cos2 _ 16 cos4 q
_pl&_e _ 2 tOE r,+- - --"; 5. 15_

and

I I I ~_6:..------.----8 cos21] - 1.5-_e,)s&n_cylinder = _ sin _ i_2 i_,2
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_sphere =

_hemlsphere = _ + _ cos

Other surfaces are much more difficult to work with. However, since

any surface of revolution can be divided into elemental frustums of cones,

finding the Ik'S of a cone as a function of its semivertex angle 5
will make possible a simple general solution. Dividing the cone into
infinitesimal plane elements and integrating the series for the projected
area of a plate around the cone from O to 2n, the following result Is
obtained:

- 0][0]_cone + 6 cos25_ 2 cos4 + I_sin cos5_ 5_ 2

[ '4 cos25+4 cos45]cos2_

[ 16 16 cos25 . i__cos4_]cos_.+ "l'C �3.,

For a general body of revolution, the projected area is found by
summing, infinitesimal f_ist,Ams

Ap # _f_mt.

, _11_ody= _ = = _frust.

For a generating curve, y = f(x), -evo]ved about the X-axis, the
semivertex angle 5 of an inf_niteslmal frustum is given by
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From this, the Ik'S of the infinitesimal frustum can be found as

functions of x. _en,

_x2

(Zk)body-- .... = (Kk)n_t.

x2 dA
Xl

where

,ldA= 2_'(-__.i + ax
: \dxl

In polar coordinates, revolving the curve r = r(3) about the
axis 0 = 0 gives

dr

r cos 0 + :=_sin d
tan 5 = .....

dr
r sin 3 ---cos 3

dO

and

dA - 2_ sin 1 + d- d8

The surfaces of revolution will, of course, be split into sections
small enot_to Justif_jthe assumption of equal temperature throughout
a section.

This technique for surfaces of revolution can be applied also to
surfaces not physically circular in cross section_ but: optically so due

"to their spin.
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For a satellite tumbling about an axis perpendicular to the symmetry axis,
with some residual opin about the latter, the projected area is given by

_tumbling = (q tumbling = _ "spino

where

cos ql = sin q cos

Substituting

4

%pin (nz)_Z (_k)spln(s£_n co,¢)k
k=O

we get

~ t sin2_ + _ (14)spin sin4q_tumbling = (Io)spin + _ (12)spin

or

(Io)tumble = Io + _ 12 + I spin

" (Ii)tumble = 0

(12)tumble = -[21-12+ _ 14]spln

(Z_)tumble : _ (14)spln
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MONTE CARLO TECHNIQUES FOR SOLVING _!_.#u_SH)RTPROBLEMS

by Morris Per_utter
Lewis Research Center

INTRODUCTION

The Monte Carlo procedure is a model sampling technique. A model is estab-
lished, aud the behavior of sample units in this model is followed. A sufficient

number of sample units are followed to obtain a statistical average or macroscopic
quantities, _hich are the quantities of interest.

%_is technique was used in crude form by Fermi in connection with the build-

ing of the first atomic pile. Later, Von Neumann and Ulam developed and used the
Monte Carlo procedure extensively in developing the atomic bomb. Since then this

technique has gained considerable use in nuclear reactor problems (refs. 1 and 2),
and we at the Lewis Research Center have been extending it to thermal radiation
(refs. 5 and 4), rarefied gas flows, and plasma flow problems (ref. S). This
technique, which requires a large number of sample histories to obtain solutions

with small variances, is receiving greater use because of the development of the
high-speed electronic computors.

Method of Obtaining Sample Histories

The sample history is the behavior of a sample unit under the conditior,s of

the model. The sample unit can be an actual physical quantity such as a photon
in thermal radiation problems or a molecule in rarefied gas flow, or it can be
some idealized nonphysical quantity such as bundle of radiation or a bundle of

molecules that behave according to well defined laws. For purposes of illustra-
tion let us consider rarefied gas flow through a channel. A similar problem for
ionized gas flow through a channel with a magnetic field across the channel is
treated in reference 5. (The procedure applied in this sample problem would

apply to other situations such as the__mal radiation as well. ) Our sample history
will be that of a sample molecule as it passes through the channel as shown in

figure 1. The sample molecule is equally likely tc enter at any height x2 be-
tween 0 and 1 for the case of a flat plate channel. To find the height at which
the sample molecule enters the channel, a random number is picked between 0
and 1. This random number has an equal likelihood of being anywhere between 0
and 1 and can be generated by use of standard techniques on the high-speed com-
putor. If a Maxwellian gas in equilibrium in the reservoir is assumed, then the

distribution of speeds of the molecules entering the channel is given by

fv=2 % e' 2v2 (1)

where fv is called the probability density distribution of V. Then fv dV
is the fraction of all the molecules that enter the channel that have_ speed in
the range V to V + dV. This depends on the parameter B = (2RT)-l/2 which
is a function of the gas temperature T in the reservoir.

E-2570-II
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A velocity must now be selected for the sample molecule entering the chan-
nel from this distribution. There, are several methods of picking from this dis-

tribution. One method consists of picking two random numbers RI and R 2 and

setting RI equal to V. In this case every V would be equally likely.
Therefore, it is necessary to reject some of the values of V so that the sam-

ple distribution will agree with fv" This is done by using this value of V

to find fv" If fv is less than R2, then RI = V is rejected (fig. 2) and

a new set of random numbers is selected. If fv is greater than R2, then

VI = RI is used. _qlus after a large number of sample molecules are picked, the
chosen velocities will satisfy the distribution given by equation (i). There
are many different techniques for picking from a distribution, and these are
given in th-_ references. In a similar manner we can pick a direction from the
appropriate distribution for the sample molecule entering the channel. These

are given for a Maxwellian gas by fe = e/2_ and f$ = 2 cos $ sin $ where
is the cone angle and e is the polar angle as shown in figure I (ref. 3).

The molecule is followed until it has a collision with another gas molecule.
The frequency distribution for path length to collision can be given by

i e._
fz =_ (5)

where Z is the path length of the sample molecule and L is the average path
length of all the molecules at that location; the path length to the collision
is picked from this distribution. The new molecule path must then be picked,
and the molecule is followed in this manner _til it leaves the channel.

Obtaining the Mean Properties

The mean properties are obtained by dividing the height of the channel into

increments of width Ax 2 at several locations along the length of the channel
(fig. 2). The amount of some quanti_y Q that is carried by a single molecule

across Ax 2 at that axial position is given by

M QVlfdV= OVlQ= Q- (6)

where M is the mass of a molecule and CL is the number of molecules each
S+ S"

sample molecule represents. The terms _ Q and _ Q are the sums of the Q

contained in each sample molecule passing _ in the positive or negative
axial direction, respectively. The number of these molecules is given by S.
If the axial flow is desired, then Q = i and equation (6) reduces to

=M Vlr dv= (s* - s')
0

2 E-2570-II
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If the mass flow in the x2 or vertical direction is desired, then Q = V2/V1
and equation (6) becomes

V2 V2

pVz =M Vzf dV= - (8)

If the density is desired, then Q = 1/V1 add equation (6) reduces to

CL 1 1

=M f dV= _-. (9)

D

In this manner macroscopic flow properties in the channel can be obtained by
summing these Q properties as the molecules pass the designated cross sections.

In a similar manner the shear stress or drag on the wall can be calculated.

The shear stress on the wall in the xI direction Pxl,x2 is given by

-Pxl,x2 = VIV2f dV = &xI

That is, by summing the V1 components of velocity of all the sample molecules
hitting an elemental area AxI on the wall (fig. l) we can find the shear
stress or drag at the wall at that location. If the molecules are reflected
diffusely, they will not contribute to the shear stress. Some results obtained
in references 5 and 6 are shown in figures 2 to 4.

Figure 3 shows the axial flow through a flat plate channel for a collision-
less gas. Different channel lengths over width Z were used. The solid lines
are the analytical solutions (ref. 5), and the points are the Monte Carlo re-
sults (ref. 6). The cross-sectional measurements were made at the entrance

_e = O, one quarter down the channel _/4 and the midpoint of the channel Z/2.height of the channel was divided into 20 increments. The results are sym-

metrical arou_ Z/2 and also around x 2 = 1/2.

The densities are shown in figure 4. Again the oack half of the channel
is not shown because of the relation

I _'Xl

E-2570-II 5

1966025140-131



In figure 5 the wall shear results are presented. There le good agreement
between the Monte Carlo and the analytical results.

One major drawback of thJs tecbn:lque is the large amount of computor time
required because of the fact chat to obtain small variations in the average
quantities a large number of trials are needed. However, various techniques
have been developed that allow shorter running times to be obtained. Also, the
hlgh-speed computors are constantly being improved. This Monte Carlo procedure
is relatively new ant will probably be used a great deal more in the future for
solving problems on widely different subjects. It has already been fot'nd very
useful in solving problems that would be highly intractable using more standard
procedures.
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DISCUSSION OF THE GENERAL ELECTRIC PROPOSAL TO

DEVELOP A COMPILER PROGRAM TO SELECT THERMAL COATINGS FOR

PASSIVE TEMPERATURE CONTROL OF SATELLITES

by

Robert E. Kidwell, Jr.

NASA Goddard Space Flight Center

Greenbelt, Maryland
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DISCUSSION OF TH_ GI_'ERAL ELECTRIC PROPOSAL TO

DEYEI_P A COMPUTER PROGRAM TO SELECT THERMAL COATINGS FOR

PASSIVE TEMPERATURE CONTROL OF SATELLITES

by

Robert E. Kidwell, Jr.

NASA Goddard Space Flight Center

Greenbelt, Maryland

Scope of G. E. Proposal

The General Electric Company, Missile3 and Space Division,

submitted la proposallto NASA ifor the development of an IBM

7094 computer program which would select the exterior surface

coatings for passively controlling spacecraft temperatures, i

G. E. claims that the "trial and error" procedures currently

used can be accomplished more rationally and can there_fore

be programmed for a digital computer. In the ASME paper,

63-HT-41, which was presentLd at the ASME-AIChE Heat Transfer

Conference at Boston in August, 1963, Costello, Harper, and

/
Cline, |described the that have been used at G. E.

ito develop a coating selection program subject to the follow-

ing restrictions_l

1. Steady-state conditions prevail,

2. Heat transfer occurs by radiation only,
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3. Temperatures are optimized at only one interior

point in the spacecrRft, and

4. Only the solar absorptance of the external coatings

is varied to optimize temperature. The emittance

must remain constant at initially specified values.

General Electric proposes to develop a generalized

program in three steps:

i. The program would vary both solar absorptance and

hemispherical emittance to obtain the optimum coating patterns;

2. Temperatures would be optimized at more than one

interior point; and

3. The equations would be modified to account for both

conduction and radiation heat transfer.

In the development of the general program, the scope

would be restricted to steady-state heat transfer. Since the

thermal designs of most spacecraft are based primarily on

nearly equilibrium conditions, the proposed program could

have wide application. An obvious extension of the proposed

program would be to account for transient temperatures.
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Examples

To illustrate how the present program works, two

examples are discussed I The first is very simple and the

second is a little more complex.

Case I. - Consider a simple spacecraft which can be

represented by equations describing the heat transfer at

two locations or nodes. One node would represent the internal

compartment which contains the electronic modules, batteries, etc.

and the second node would represent the skin of the spacecraft.

It is assumed that the internal compartment is isolated ther-

mally from the skin, as in the case of the Vanguard Satellites,

so that the predominant mode of heat transfer is by radiation.

The temperature of the internal compartment is a function

of: (1) a/e of the external surfaces of the skin, and (2)

the average per orbit of the solar and planetary heat fluxes

incident on the skin. Consider finally three orbits that

represent typical and extreme environments. The internal
J

temperature, T, in degrees absolute to the fourth power

is simply a linear function of the a/e of the surface coatings

as shown in Figure 1. If Td is the desired temperature9 then
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an a/e can be selected so that _he maximum difference

between Tt and T4 for the three orbits is a
minimum.

A selection criterion can be stated formally by defining

a parameter 4. such that
J

Aj = (T 4 _ Td4 )2

where j represents a particular orbit. For a given a/e,

one would obtain three values of A=, one for each orbit.
J

The optimum coating would have an a/e such that the maximum

value of 4. for a given a/e would be a minimum, as shown in
J

Figure 2, where _ is plotted as a function of a/e.

The procedure for applying the selection criterion in a

way that can be programmed for a computer can be visualized

by referring again to Figure 2. The first step would be to

assume a trial a/e, to compute the three _j's and to select

the maximum Aj. The next step would be to make an incremental

change in a/e such that the new maximum Aj would be less

than the previous value. The process would then be continued

until no further decrease in the maximum A_ could be obtained.
J
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Case II - Consider next a cylinder in a polar orbit

near the earth with the axis of the cylinder parallel to

the _eloclty vector and with one side of the cylinder always

facing the earth. It is assumed that there are 10 possible

orbital conditions based on launches at 8, 10, 12, 2, and 4

o'clock in summer or winter. Temperature is to be controlled

at one internai point which is radiatively coupled to the

skin. To show the advantages of a coating pattern over one

uniform coating, the optimum a/e's are shown in Figure 3 for

1, 2, 4, and 8 surface nodes. Include_ in Figure 3 is the

maximum deviation in OF of the internal temperature from the

desired temperature. It is noted that when 8 surface nodes

are used the maximum temperature deviation is reduced con-

siderably compared to the deviation for one node. In addition,

the coating pattern for the eight node case appears to be

rather unusual. It would have been interesting to compare

this solution to an independent solution by conventional

methods using the same number of nodes.
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Comments on the Proposal

There are a number of !advantages which could be derived
I

from a coating selection program. The program would save the

engineering time in the coating selection phase of the thermal

design. In addition. _t would save the time lost between

the many trial solutions that are run on the computer. For

example, in the present trial and error procedure for coating

selection, several steps are required. First, it is necessary

to decide what coatings are to be applied hypothetlcally to

each surface. Then it is necessary to punch new input data

cards for the heat transfer computer program and to submit

the deck to the computer. Without priorities over other

work for the computer (and priorities are extremely dlfflcult

to obtai_ several hours or more are lost before the solutlons

can be analyzed to determine what adjustments should be made

in the coating pattern for the next trial.

_nother advantage a program a
of selectlon is that

I

computer has infinite patlence_. It can be required to compare

and select from hundreds of numbers whereas an engineer tends

to become fatigued. It is therefore quite probable that a

computer could arrive at a better thermal designwhen there
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are seemingly unlimited combinations to be considered.

there are _wo reservations about the proposed

program. First, lhow does one program a computer to
!

perform a function in which so much Intuitlon_ judgment,

and experience is required?/ And second, lhow much machine

time would be required to run such a program?:

In both the ASME paper and the Proposal, none of the

essential details were given concerning the method used to

determine how to change the coating pattern for each trial

so that a minimum number of steps would be required to

converge on an optimum solutlon. Therefore, it is difficult

to tel] what obstacles must be overcome in developing the

general program without actually doing most of the same

work independently. However,lit is not nearly as difficult
I

to think of ways that most of the trial and error procedure

could be programmed for a computer for any type of satellite

thermal design problem without necessarily achieving optimum

coatings in an efficient mannerS.

It is difficult to know how to account for tolerances

in the coating properties, or to decide rationally whether

an optimum coating pattern involving delicate materials

!
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would be preferred over a less optimum coating pattern in

which only reliable materials would be required.

At the present time, it is convenient to break up

problems so that the computer time for any one run is

limited to a few minutes. Longer runs must be made at

night. For a 50 node problem with _out 24 orbital

conditions, which is typical for Goddard satellites, the

running time for one trial is in the order of a few minutes.

It is obvious that a coating sele3tion program would require

much longer times.

Although reservations have been expressed, i_t is

believed that the possible advantages outweigh any of

these reservations, and that the general coating selection

program should be developed, i

(On June 19, 1964_ contract NASw-960 was awarded to G.E.

to develop the program)
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Spacecraft Heat Transfer Analysis

J. A. Plamondon

Jet Propulsion Laboratory

IN_ODUCTI ON

Two somewhat related but [_,etdistinct topics are presented below. First,
some of our tho._F.hts, at the Jet Propulsion Laboratory, Lon the position of com-
puting as a tool for developing the thermal design of a sracecraft are riven_i
The purpose in doing this is to stimulate discrssion on the subject cf !he com-
puter by presentinF one approach to how computing mi_-ht fit into thermal desi:n.
Second, !a new general t'.'reheat transfer progrmr, that was recentl- acc<!rec from
Arthur D. Little, :no. is briefly described. The pro_rm., is called, "_he .._t<cd
of Zones for the CalculaGicn cf Temperature Distrlb_tio::."

DISCUSSION _jf' COkPUTING

Over the past few years - actually from tr_.eearl d j;s c _"<-,_J-" ]rcr'_l-
sion Laborator:,'s involvement _n space F.rojects - those _.:hc.Aave been _']_.s_t,(

spacecraft thermal cent: cl, directly, or indirectl,,. _avo_b_n.._concerne_ over _,".e
nosition that the diF'ital computer should old in the overall ,_'crt r s_ac_.-
craft thermal design.

Thele is a _.eneral awareness of the Lm,ortance cf the dJ;it:l cr',r"tc"

and cf an:_lysis, in gene:'al, in a the._al desi._n effort. At the same _, i s, _ . , ' ..

also very clear that analysis and, in narticula), cc.<_l_c_teJ a_'-Is_s _:_._ v n:
the di_zLal ccmr,u-__eris not _recise, m_d _.erefcre, cannot be r_lieJ _r_
itself to establish the final t ermal desi_.n cf ".s_'acecraft. 5cl,:tie,nsc}t: :ned

from the di_it.al ccmeuter are simply net accurate enc_:_h, or at .m._:-_,c _.conrL-
dence in their accuracy is not sufficient, for tqem to be tY:e sc]e basis of final
desi;-n cert____c-_t_on. Collaboration cf the exper._mental and t'_.eanal Lic_l is

es,_entia! to establish, confidence _n the suitability and r_li_bilit:_ cF a design.
Nevertheless, the computer, in spite of its shortcomings, does appear tc have
F.reatpotential, perhaps more potential than ant other sinFle _ool ave:labia, t_
the temperature control en,:ineer.

_he usual techniene for using computers tc solve complicated heat transfer

problems is to lump into n_de% zones, and so forth, incremental volumes to form a

network ana] og or model of the heat flow paths present in the physical croblem.
The computer, of crurse, then analyzes this computational model. This is fine;
but in the process of transcri'.in_ a real p_bler, into a computational model, the
important ouestior arises of how well this process can be carried out for very
complicated proDlem_, and conseeuen'clv, hew .much confidence can be placed in
computed data?

/

_,ThedifficultLes encountered in computational modeling can probably be
conside_d as arisinF from two sourc,_s; the modelin_ of the heat _Ic.wpaths
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present in the hardware, and the assigning of numerical values to describe the
lumps and the interactions between lumps. For geometricall_ simple problems,

the lumping or formation of _ heat flow model is a relatively straightforward
process with most computer programs having analytical guide line_. However,
when the geometry of a problem is complicated, computational modeling becomes
difflcu?_ and simple analytical guide lines become almost meaningless. The
lumping process becomes ?artly int_,itive and accurate representation becomes
heavily dependent upon en_nee_,ing understanding, Judgement, and experience.
This leads to uncertainties and a corresponding lack of confidence in computed
results. In the area of assigning numerical values to describe the lumps and
their interacticns, the _Jn problem is of a different nature and centers around
obtaining reliable thermo-physical data; for example, obtainin_ reliable Joint
conductance information, troblems in this area will certainly diminish as a

result of current and future th_rmo-physical research.

In addition to those oroblems acsociated with the modeling of hardware,
uncertainties are also introduced because of the eouations upon which we base our

calculations; for ex_1_le, it _s Known that the physical idealizations which are
_enerally ascribed to t_e behavior of radiation interchange are very liberal.
This type of tmcertainty will also diminish with future research on the physical
behavior of ,.heattransport. '_e )ast type of error which is encountered in com-
puted data results from numerical inaccuracies in computation; however, this type
of error can be controlled since it is _athematical in nature9 involving numerical
analy sis.

Face@ with uncertainties cf the type just described, it is legitimate t,o
ouestion the possible _sages of the digital computer in thermal desiFn and, of
course, the conseruenLial advantaFes of its utilization.

In reviewinff the development scheduling cf a @acecraft, it appears that
the use of the cc_nruter should be initiated as early as pcssible. Certainly, it
should be initiated no later than the completion of preliminary desi?n when
mission obJecti,es and _eneral spacecraft confif-urations are somewhat defined in
terms of probaOle size, shape, power, and so forth. The purpose would be to inves-
tigate, as earl_, as possible, the feasibility of preliminary desiyn concepts as
they relate to a particular spacecraft's confiTuration and mission. The results
from such early analytical investigations do not have to be very accurate or very
detailed; all +hat wou_d oe sought is -:erificat_on that prel_minary design concepts

do indeed produce desined trends. For example, suppose that preliminar_ estimates
call for a Oarticular t pe of temperature control hardware such as louvers; it
certainly would be desirable to analytically verify, earl:,,in the de%,glopment

schedule, that the louvers are really needed and, if so, that thel_ produce the
desired degree of control. Furthermore, and perhaps Just as important, it would
be verb'desirable to know early in desiyn the criticality of such a device to
parametric, thermal variations so as to know wb.at conditions lead to marginal and
unreliable operatio_. Earl_ analytical investigations in which complicated space-
craft thermal interactions are accounted for, offer the opportunity of uncovering
critical thermal problems so as to allow a maximum of time for their solution or
to permit alterations _n c(,nfiguration and/or mission objectives with the least

amount of disturbance. It should be pointed out that such early investigations
can only be car led c;t analvticall:, since experimental hardware is not available,
and that only threu:-h the use of the computer can the necessary sophistication be
brought to bear; by th_s is meant the multiplicity of thermal interactions.
Further develop_ent in the methodological use of the digital computer must be
carried out in order tqat such early investigations can be performed with reason-
able confidence.
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Upon confirmation of preliminary design concepts and corrections thereof,
the simple computational models used can then be refined to conform more and more
closely with actual spacecraft hardware in order to perform detailed thermal

investigations. However he.cause of the uncertainties associated with computer
analysis, it is essential that refinements in computational modelinF be carried
out in conjunction with experimentation. The inclusion of the experimental with
the analytical forms an iterative process or pz'ocedure. With somewhat refined
computational models, parametric studies can be undertaken to determ3ne the
importance of various thermal elements making up the model. For example, the
thermal influence of a particular joint thought to be important could be analyt-
ically studied tc deten_tne its influence. If found to be important, an experi-
ment could be developed to determine fairly precisely the magnitude of the

conductance across the Joint. fhe experimental result w_uld then be incorporated
into the computational model. This sort of iteration procedure can be repeated,
using the computational model itself to deten_ine its own shortcomings through
parametric study, until a fairly representative model evolves Ln the sense that
the heat transfer within a piece of hardware is well understood. Utilization of
the c_p_ter Jn this _anner aids in directing and _ivin,c-credence to certain test
programs; thaL is, it aids in determining just what are;s are reall _ important to
test. Verification of the computational mode] cf co_;rse recuires experimental
correlation cf its ability to predict stead-,-ctate and simcle transient condft_ons.

Once correlation _'asbeen established, it would then be possible tc investigate
all thermal events occurring d_Jring the cc_.rse of a v.is_icr, which is so_ethinF
that is entirel_z £mp.'actical to cart:, cvt experis,ental!y. Another thinF that is

impractical experLmentally, but easily _one anal_ tically, is fail_re r.ode studies
in which various possible fail_3rss can be steadied to determine t_ir effect.

lhe potential advantages of better integrating the digital computer into
the desi£:neffort lie basically in obtaining concrete design information at an
earlier time in the over-all development sched_J1e. Without analysis upon which

we can place a high degree of confidence, concrete design information must
nscessarily wait for hardware develop_nent, fabricatio_, and delivery before
experimental information can be obtained. DesiFn changes at this point can only
be Justified when cetastl-ophic failure or unsolvable situation is excected. Thus,
the temperature ccntrrl engineer must live with his problem with little or no
chance of sidestepping it throu_<h hardware redesign. What we are seekin._ in
temperature control is earlier decision capability in erder to better intestate
thermal considerations into other aspect,o of hardware design. To do this, we must
be able to obtain ihenual information, accurately founded, at a pace consistent
with other design activities. There appears to oe no way, other than analysis.

Current plans s_ to investi_'ate oossible ways in which +_e di: Jtal com-
puter can best be used within the framework of its current uncertainties. A
particular confiFuration will be analyzed in order to define the d_ff_culties
encountered in _sin_- the com_uter and to find ways around these difficulties.
In this investigation, testing will be used as a cor,ple_ent to anal_,sis in the
manner described previousl_. The object for analysis will be the Arthur D. Little
thermal scale models. The ADL models have been thoroughly tested and t_e accuracy
of the results is al_no_t uncuestionable. Plans call for usin_ the com_uter along

with complementary testing to pre.dict the thermal condition of the models. For
this effort, none of the ADL model test results will be used as intuits for
anal:_sis. The' w_l] he ,;sed onl: as a standard for comparison with analytically
obtained predictions, in this way, it is planned that w_Vs of sidestepping some
current uncertain: ies in anal sis will be found. This will in turn lead tc w_s
of better exploiting the nctential of the computer.
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METHOD OF ZONES
i

Next, a new heat transfer program which was recently accuired fror,
Arthur D. Little, Inc. and which is called, "The Method of Zones for the Calcu-
lation of Temperature Distribution," will be described, there are twc reports
on this program, so the description will be brief. The first report covers the
methodclogv of the approach used in the program. The second part is a descrip-

tion of how tc use the program covering the input and output format and a
program listing.

Toe "Method of Zones" is an improved method for obtaining Eolutions to
spacecraft associated heat transfer problems involving radiation and conduction.

The program is one of the few general type heat transfer programs specifically
designed for spacecraft heat transfer problems. The approach used in the program

is not that of simnly lumping parameters to form a nodal network analogous to an
eSectrical circuit as in most general heat transfer programs. Rather, the
approach consists of breaking a problem into zones of finite area for two-
dimensional situations and into finite volumes for three-dimensional situations.

The approach retains the essential characteristics of boundary value techniques

in that each zone is characterized by prescribing conditions to the boundaries
of each zone. The boundary conditions can represent a known heat input or out-
put rate, or an unknown heat input or out out rate. expressed in terms of an

unknown boundary temperature function such as T_. The generalized heat diffu-
sion equation is written for each zone and is integrated over the volume of the

zone. The integration is performed by introducing the volumetric mean tempera-
ture of the zone. The integration of the diffusion equation results Jn an
instantaneous heat balance equation which involves the heat fluxes over the

boundaries of the zone and the rate of change in the mean temperature of the
zone; that is, we have a differential equation expressed in terms of the time
rate of change in mean temperature and the heat fluxes over the boundaries. The

differential equation itself is no different than one would find in the tyuical
lumped parameter program. The difference results from relating the input and
outnut fluxes in the diff_rential equation to the boundary conditions oi' the zone.
This is done by derivin_ approximate formulas, based upon an _ssumed parabolic
temperature distribution in the zone, in which "_he fluxes at ghe boundarles are

expressed in terms of the boundary's mean temperature and the zone's mean tempera-
ture. If the boundary conditions are ignored, the program degenerates into the
typical lumped narameter program. Each zone is, thus, mathe_mtically character-
ized by a set of equations consisting of one differential equation for the mean
temperature of the zone sod a number of boundary equations (algebraic) for the
temperature of the boundary. The equations are solved in a manner normal to

other general heat transfer programs in that the differential equation is solved

implicitly; however, the boundary equations are solved explicitly. The higher
order of approximation resulting from the parabolic assumption permits a compli-
cated system to be subdivided into fever parts than is necessary when conventional
methods are used.

In t.h,_.-,.,,_v• nn the program, three simple examples are given to illustrate
the applicatlor: and ,-ccuracy of th_ method. Criteria are also given which enable
zoz,e sizes to be ehf_sen properly in practical applications. The criteria are
derived by com_arln_ -atculatlon,. made by the method of zone with exact results
obtained for s_mole c_sns.

1966025140-154



PAGE 5

_e numerical procedure, vhich is a modified Geuss-Seidel procedure,

for solving the difference equations at each time step is discussed, and
experience by ADL vith convergence of the procedure is reviewed. The program

also includes checking procedures which are based on the prJnclples of reci-
procity and conservation of energy. These provide an initial check on the
consistency of the input through the recipro=ity principle, and a rum_ing
cheek on the solution of a problem through the conservation of energy principle.

Capability is built into the program and is controllable by the user for stopping
the computer should the conservation of energy check show that the numerical
solution is not being carried out to desired accuracy.

As far as the user is concerned, the input and output formats o;' the
program are as simplc as any the writer has seen. However, all information

supplied to the program must be supplied in duplicate in order that the reci-
procity principle c_n check for input consistency. One of the important

advantages in the program results from the way the equations are written.
Being written in terms of flux instead of temperature, permits the utilization
of Oppenheim's network method for diffuse inter-reflections or Bobco's corollary

for specular inter-reflections involving planar surfaces.

J
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ORBITER HEAT FLUX COMPLF_ PROGRAM

W.A. Hagemeyer
Jet Propulsion L&boratory

Abstract

A two-phased contract is currently underway to develop i) a set

of parametric curves of absorbed heat fl_: for specific geometries,
and 2 _ a generalized com_uter program whose output is absorbed heat
flux on the surfaces of a planet orbiting spacecraft. The absorbed
neat fluxes include the effects of blockage by and reflections from
adjacent spacecra_ surfaces, assuming all surfaces to be diffuse.

The firml computer program will calculate fluxes on arAyof ten

arbitrarily positioned plane surfaces, with any surface properties,
planetary radiation cnaracterlstics, solar intensity, and orbital
parameters. Outputs will be heat fl,xxesversus time, geometrical
configuration factors, and radiant flux interchange factors.

This effort started roughly in Ma_ of 1963 waen JPL was in the

midst of its Voyager Studies. Thermal Control was actively involved

in that study, seeking to provide guidelines for basic vehicle

9 configuration. The transit problem was felt to be fairly well understood,

and effort _as directed at determining the peculiarities !nwolved in

making a deep space probe into an orbiter.

At this point, iS might be worth while to mention some of the

constraints to the Voyager as they apply to the thermal design. JPL

spacecraft are typically fairly regular polygons with the electronics

connected to the flat faces of this polygon, which then constitutes

¢
I
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what is called the spacecraft bus. This, plus the fact that

cylinders can be represented by flat surfaces,allowed us to restrict

the study to flat surfaces. Mission requirements of importance were

dual planet capability (Venus or Mars), solar panel or RTO power

source, landing capsule, and a scientific payload which would want to

scan the planet. Obviously a solar panel power source required sun

orientation for the solar panels and probably the spacecraft bus,

while an RTC would allow planet orientation. Therefore, both situations

had to be evaluated.

Our first esti:r_tion was that the added heat fluxes near a planet

would be critical, esoecially in the case of Venus. This conclusion

was reinforced oy some preliminary numbers extracted from Reference [.

A survey of the literature (Reference 2) indicated that no

published effort tu_d been expended in the direction of accounting

for s_adin_ of orbiter radiator surfaces by portions of the vehicle.

It was felt that this might be a reasoDAble way to eliminate some

unwanted beat fluxes. Alternatively, this approach might allow

adding some ,,eat flux during periods of spacecraft quiescence. These

heat fluxes, in order to be successfully used, must include the

energy reflected from the adjacent surfaces. To provide the C&pabiAity

to more readily evaluate these effects, a contract was let to generate

a computer program which would provide the required h£at flux information.

The required flux information will consist of _he following fluxes:

solar, nlan_ albedo, and plar_t_ In_, Imcluding blockage by

i

i

1966025140-157



-3-

and rel_Lectlons from adjacent spacecraft surfaces. Secondaz7 information

output will be incident solar, planet &lbedo, add pl&u_ta_y i_

fluxes, view factors, and radiant flux interchange factora.

The contract consists of two phases. The first is a parametric

study of particular orbiter configurations. The second is to prepaa_

a generalized computer progr_n for generating the required heat

fluxes for az_ configuration of flat surfaces.

In the parametric study, the basic coition studied consists

of two or three adjacent sides of a recta_g_la_ box am shown in Fig. i,

surface i being the primary radiator surface, surfaces 2 and 3 being

secondary surfaces. Fig. 1 also delineates the dimensions used to

deecribe the configuration. This config_Lrstion is then considered to

be either sun oriented or planet oriented in three particular orbits

as shown in Fig. 2. Specific positions considered in each orbit are

shown in Fig. 3. For all the above conditions, eight attitudes are

considered varying from lOOkm to 30,O00km, a/b and c/b (see Fig. i)

vary from 1/4 to i while _ = 90° and._= _= 90@, and the surface

properties of the primary surface and the secondary surface are fixed.

Several of the other parameters are varied at only one altitude

st the sub-solar point in order to ir_ioate the trends of these

changes.

This parsmetric information will be _bulated with bounding

values plotted. It is intended that this dst_ will provide prelJ_tnazy

design information for the up-coming planetary orbiters.

The generalized computer Dro_aa will _ve as izq_xts an_ aa_oitrs_y

set of orbital cea_meters, planeta:7 @h&T_:tertstl@s, so_r In.hairy,

D
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number and orientstion of radiator surfaces, and a speelfic_lon of

either sun or planet orient.ration. Using these inputs, the program

v_ll generate the required best flux tnformmtion as mentioned previously

in a_d£tion to giving the points of entry and e_t _ the planet

shadow. These heat flux outputs, as well as the radiation irrterchange

factors can then be inserted directly into & temperature comptrtation

progr_ to develop a complete temperature profile for the veizLcle in

orbit.

References

i. ASD Tec_mical Report 61-119, _ l, December 1961.

2. JFL Literature Searea No. 522, April 29, 1963, Thermal
Design of Non-Spinning, Planet, or Inertially Oriented
S&tellites.
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BASIC APPROACH

IN

JPL COMPUTER PROGRAMS

Frederick N. Magee

Jet P_opulsion Laboratory

Pasadena, California

I
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Numerical analysis methods for the solution of spacecraft heat

transfer problems were not used to a significant degree at the Jet

Propulsion Laboratory as of March, 1962. The computer program at the

Laboratory at that time had been prepared for another application some

years earlier and had been found to be unsatisfactory for spacecraft

calculations. Since it was known that considerable effort in this area

had been invested by various industrial concerns, it seemed appropriate

to examine and compare their methods to assure that the utmost advantage

was taken of this experience. Uppermost in mind was the fact that the

personnel who would derive the greatest utility from this tool were

unacquainted with co:_uter programs. Therefore, the absolute minimum

of familiarization time was necessary and the routine selected should

not be so completely automatic as to .make it mer_:ly a "numbers gsm,e' .

The following criteria were establlshed as a basis for evaluation:

i. Simplicity--simplicity should be sacrificed only at the

expense of actual computation time or accuracy. Even then

trade-offs should be carefully examined.

2. Input formats should be highly systemized. Clear, concise

form sheets together with a code key chart to follow.

3. Assure that data input interpretations by the key punch

operator are minimized.

4. Double storage of any input data will permit external checklng

_,'!._:_tmple sub-routlne.

(._G_::,2t.Format should always include a prlnt-out of the input
..

data.
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The routine format finally chosen was that employe_ by the Hughes

Aircraft Co. essentially due to the program simplicity and the fact that

explicit and implicit (transient and steady-state) solutions could be

obtained from the same inp'Jt data "package".

The _nput package cousists of:

1. Problem identification.

2. Time Information.

3. Initial temperatures (T).

4. Heat capacitance (G).

5. Heat generated (internal) (Q).

6. Conductive heat connection (C).

T. Radiation he&t connection (S).

8. Geometry data (how nodes are _.terconnected).

The program capacity is of the order of 500 "nodes' and to

date problems of 250 to 300 nodes have been run without difficulty.

Necessity forced the development of add_tL_ns% features as oltr

experience increased and specific needs were recognized.

The transient program can nov monitor the temperature of any

desired node and output the quantity of heat required to r._intain it within

a specified temperature range. At a predetermined signal temperature a

trigger can be activated to change certain thermal c_mracteristics (such

as conductivity, emissivity, absorptivity, heat capacitance) when necessary.

These features provide considerable latitude in examining the

_ny complex problems inherent in the spacecraft thermal spectrum.

I c_nnou say with great certainty that the folloving basic question

has been ansi:areal,_ut here is my humble attempt:
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Why computing?

Ultimately to be able, through analysis, t_ define the

complete temperature spectra of a spacecraft through all phases

of its flight within the conventional limits of engineering

accuracy. The two advantages are greatly reduced schedule

time and cost. It is recognized that this goal is ambitious

but should we aspire to less we would be remiss in attending

our professional obligation.

I
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